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Abstract

PRIME is a system to be used by an intelligent machine to allow it to ol_rate in an

abstract but uncertain (or stochastic) environment. It maintains a model of the effects of the

machine's actions in the form of a rule base, which is induced from experience. This

bottom-up approach to rule development allows the model to adapt to changes in the

environment.

Each rule consists of a condition under which the rule is active, an action, the effect

of the action on the environment, and an estimate of the probability of this effect occurring.

The effect probabilities are used to model the uncertainty in the environment, permitting

multiple possible effects for a single action under a particular set of conditions.

The objective of the intelligent machine is to satisfy user-specified goals with

maximum probability of success. PRIME fulfills this requirement in two ways: it

continuously updates the rule base with the most recent information, to ensure the validity

of the model; and it generates plans which have the maximum probability of achieving the

goals, based on the probability estimates in the rule base.

PRIME is composed of three main processes: exploration, generalization and

planning. In exploration, the machine executes various randomly chosen actions, observes

the effects on the environment, and updates the rule base accordingly. This process is used

to develop the rule base in simulation, as well as to supplement the current knowledge

during normal operation. Generalization is the procedure used to induce general rules from

experience, which is encoded in the form of specific rules. These general rules extend the

machine's knowledge to situations which have not been encountered yet, thereby

increasing the capability of the machine to plan effectively. Planning is the process of

constructing an optimal sequence of actions to satisfy a goal, using the rule base to predict

ix



theeffects of _es¢ actions and to deumnine the probability of success of the plan. The rule

representation and many other dam structures were specifically chosen to maximize the

efficiency of these processes.

A simulated environment was designed to test the performance of PRIME. The

rcsul_ of exl_rimenmtion were largely negative. The main problem was that the domain

coverage of the rules was inadequate for the number of rules stored in the rule base, due to

redundancies in general rules and numerous rules covering ineffective actions. It was

determined that a more efficient generalization, and some form of goal-directed exploration,

are necessary in order to solve most of the current deficiencies in PRIME.

X



1. Introduction

1.1. Function of PRIME

The need for autonomy in intelligent machines is becoming more apparent as the tasks

we expect these machines to perform grow in complexity. In unmanned space

explorations, real-time remote feedback becomes difficult if not unfeasible. In dangerous

environments such as nuclear power plants, autonomous intelligent problem solving may

become necessary in order to swiftly attend to an emergency situation. In very complex

projects, such as building the Space Station, the use of a team of autonomous intelligent

machines allows humans to spend their time planning and monitoring the high-level,

mission oriented tasks.

For the purposes of this thesis, the primary purpose of an autonomous intelligent

machine is to satisfy user-specified goals with maximum probability of success. This is

achieved by developing plans using the knowledge from a continually updated internal

model of the machine's effects on its surroundings. This model is maintained in the face of

a changing environment, incomplete knowledge of surroundings, and new situations not

previously encountered.

PRIME (Probabilistic Rule Induction MEchanism) is a subsystem which can be used

by an autonomous intelligent machine to guide the operation of a system of robots, and

provide the internal model building function mentioned above. PRIME interacts with its

environment at a high level, i.e., it receives abstract information about the objects in its

environment, and issues high-level commands to manipulate those objects.

PRIME can function as part of the Organization Level of Saridis' intelligent machine

architecture called the Hierarchical Intelligent Control System [32, 33]. This architecture
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providesa hierarchical breakdown of tasks by a modular, three-tier structure (see Figure

1.1), which is organized according to the principle of Increasing Precision with Decreasing

Intelligence. The role of each level in the architecture is described briefly below:

Organization Level: performs high-level reasoning and planning; issues plans

consisting of sequences of high-level actions to Coordination Level.

Coordination Level: decomposes high-level actions from Organization Level into

sequences of low-level tasks for each hardware controller in the Execution Level.

Execution Level: performs the actions specified by the Coordination Level in the

environment; these actions are implemented as control functions with analytical

performance measures.

Organization
Level

I
Coordination

Level

I Coordinator

Knowledge-
Based

Organizer

Dispatcher [

I'

I CoordinatorIO O • 11

..............t.................-t..............
Level Control Control

I °c°s l
Figure 1.1 Hierarchical Intelligent Control System
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Each level has its own performance measure, specified as an entropy value, which it

attemptstominimize duringitsoperation.Each levelprovidesitsentropy as feedback to

thelevelabove it,which isused tomodify the operationof the higherlevels.The goalof

theintclligcntmachine istominimize itstotalentropy.Thus, the operationof themachine

istrcatcdas an optimizationproblem--entropy minimizationprovidesan analyticalbasis

forthedesignof intelligentmachines.

PRIME's functionsplaceitnaturallyin theOrganizationLevcl. The inclusionof

PRIME withintheOrganizationLevel isdiscussedin§3.6,where itisdemonstrated that

PRIME's goalof maximizing theprobabilityof successof aplan isequivalentto

minimizing itsentropy. PRIME can alsowork inconjunctionwith Mocd's Boltzmann

machine architectures[21,22, 23] which operateintheOrganizationLevel;thedetailsof

thisintcrfacingarcconsidered in§6.1.

1.2. Environment constraints

This section defines the propcrtics of the environment in which PRIME is designed to

operate.

As mentioned in the last section, PRIME observes abstract states of the environment.

These states are high-level properties of known objects, without detailed information which

is more appropriate to the Coordination Level. Examples of such states are:

MSC1 near IE pallet 2

b'TS 1 attached to SSRMS

RSM stowed on MSC2

(Definitions of these abbreviatiosn appear in Appendix D.)
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Environmental changes are caused solely by the machine's actions. The effect of an

action is seen immediately after executing that action, and these effects cannot be delayed or

extended over time. This implies that the environment is not dynamic, in the sense that no

change in state occurs between actions other than the immediate one dictated by the last

action. Within a structured or sufficiently abstracted environment, this is not a very

restrictive assumption.

The only a priori knowledge about the environment consists of a fixed set of objects,

a fixed set of object classes, and a fixed set of states concerning these objects. The object

classes are sets of objects, whose members are defined beforehand. The states concerning

each object are also defined beforehand; these are the abstract states discussed above,

which take on the values true or false.

Finally, it is assumed that not aU relevant environmental states may be observed.

That is, the machine may have to reason with incomplete information. While this is a very

realistic assumption, it causes problems in many of the traditional knowledge-based

systems, as discussed in §2.1.

1.3. Required features of PRIME

Given the information in the previous two sections, there are certain features which

appear to be required in the design of PRIME. These features are described in this section.

1.3.1. Rule structure

The internal model is in the form of a rule base. The rule structure dictated by

functional specifications consists of four fields:

condition: the required values of environmental states in order to activate the role.
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act/on: the high-level action with which this rule is concerned.

effect:, the resulting environmental state values after the action above is performed.

probability: an estimate of the probability that the specified action will actually result

in the specified effect.

This rule structure can be viewed as an augmented production rule. A production rule

dictates an action when a set of conditions are met; thus, it has the first two of the

components above. However, by adding the effect field, the purpose of the rule changes

from dictating an action to predicting the effect of an action under certain conditions. This

is exacdy the type of predictive information needed for planning, which is a necessary

component of PRIME. Without planning, the rules would have to be goal-dependent, and

it would be difficult to use the machine's knowledge when new goals are specified.

The probability field of the rule is included because an action might appear to have

more than one effect in a particular situation. This is because the machine might not have

access to all relevant states, so two situations which appear identical might actually be

different, leading to different effects when the same action is executed. This uncertainty,

along with any unreliability in feature extraction or action execution, is irreducible, so the

best the machine can do is maintain a measure of this uncertainty, in the form of an

objective probability of the effect occurring. Using these effect probabilities, the

environment is modelled as a Markov process: for any given situation and action, a set of

effects (or next states) and a probability distribution over those effects is stored in the rule

base. In fact, the environment might be a nonstationary Markov process, because of

changes in the environment over time, such as the decaying reliability of a tool with

extensive use. Also, the machine might move from one environment to a similar

environment with slightly different probability distributions, such as the move from a
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simulation to the real environment. Therefore, the probability estimators should he able to

track continuous or step changes in effect probabilities.

The probability value in each rule provides a measure of how certain the effect of a

given action is in a particular situation. These values can he used to decide between

alternative methods of achieving a goal, so that actions with higher probabilities of

achieving desired effects are preferred over ones with lower probabilities. Thus, a planner

can be designed which searches the space of action sequences using the rules and their

associated probabilities, to fired the plan with the maximum probability of success.

1.3.2. Induction of specific rules

An additional requirement is the ability to induce specific rules from experience.

Induction is used in a general sense in this document as "the development of additional

internal knowledge based on specific data." A specific rule contains specific condition,

action and effect fields; it predicts the effect of performing a particular action under one and

only one environmental state. In the context of specific rules, induction means the storing

of experience in a form which can be used later;, it also refers to the learning of the

probability of effect associated with each specific rule.

It may not be necessary to start with an empty rule base, but the machine should be

able to modify or augment its rule base in light of new experiences, by adding or updating

specific rules which summarize these experiences. There are several reasons for this

requirement:

1. Induction eases knowledge transfer from human to machine, by removing the burden

of knowledge engineers to construct a consistent and complete set of rules for a

particular domain. This is a well-known problem with developing expert systems, and

Michalski [20] has suggested that inductive learning can be used for both the initial
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development and the ongoing maintenance of an expert system rule base. The same

reasoning can be applied here.

2. Since the environment is assumed to be nonstationary, the rule base must be free of

immutable preconceptions about the machine's effect on its surroundings. Induction

provides a mechanism for adjusting the internal model of the environment to reflect the

most recent information.

3. It is unreasonable to expect a human or team of humans to predict all potential situations

in which the machine might find itself when operating autonomously in the real world.

Therefore, a method is needed to augment the role base automatically when new

situations are encountered, or when exceptions to general rules are found. Induction of

specific rules performs that role.

4. Induction of specific rules solves the frame problem, to the extent that the relevant

environmental states are represented in the system.

To clearly define the concept, Shoham [36] divides the frame problem into the

qualification problem and the extended prediction problem, and defines each separately.

The qualification problem is concerned with missing conditions in a rule. For example, to

light a match, several conditions must be satisfied: the match must be dry; there must be

sufficient oxygen; the wind speed must be low; etc. When writing rules, some of these

conditions might be omitted because they are "common sense", but a machine without a

common sense database requires explicit "frame axioms" which specify these limiting

conditions, and the number of frame axioms may be too large to be practical in a realistic

environment. When specific rules are induced from experience, however, all states are

assumed important until experience demonstrates that the values of some states are

unimportant. Thus, there is no false prejudice which may cause the activation of a rule

when it does not apply.
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The cxmndcd predictionproblem isrelatedtothequalificationproblem, but itrefersto

theeffectsof aruleinsteadof itsconditions.Inparticular,itisthe problem of determining

how long an effectpredictedby a particularrulelasts,beforetheaffectedstatesare changed

by anotherrule.Itisa problem which infectstherulebase of logic-basedplannerswhich

have no built-inconcept of time. Ceterisparibus reasoning,assuming thata stateremains

unchanged unlessitisexplicitlymentioned intheeffectof a rule,isone approach to

solvingthe extended predictionproblem. Rule inductioninPRIME takestheopposite

approach,assuming thatallstatescan be affectedby an action,untilexperienceshows that

some statesalways remain unchanged aftertheexecutionof an action.

Therefore,specificruleinductionsolvesboth forms of theframe problem, but only if

thenecessary statesarerepresentedinthe system. Ifthisisnot the case,thentheuse of

probabilisticrulesmay overcome thisdeficiency.

1.3.3. Induction of general rules

Finally, PRIME must also induce general rules from the specific rules. General rules

are rules which can be activated in more than one situation, or which can represent the

effects of a class of actions, or both. Since specific rules only summarize what the machine

has already experienced, general rules are necessary in order to apply the machine's

knowledge in previously unencountered situations. They provide a way of extrapolating

trends in the specific rules, in order to broaden the domain of the internal model.

Hence, the general approach of rule development in PRIME is bottom-up: specific

rules are induced from experience, and general rules are induced from specific rules. By

grounding its rules in experience, the machine circumvents some of the difficulties

encountered in prefabricated rule bases, such as the frame problem, conflicting rules and

overgeneralizationwproblems which are symptomatic of top-down development of rules,
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but which can bc avoided inbottom-up approaches. This methodology alsoallows the

machine toconstantlytuneitstalcbase tomaximize theaccuracy of itsinternalmodel of the

environment.





2. Literature Review

2.1. Rule representation and learning

This section briefly describes four existing paradigms for the representation and/or

learning of action rules, and discusses the merits and shortcomings of using each in

PRIME.

2.1.1. Predicate calculus planners

Predicate calculus planners are a large class of planners commonly used in Artificial

Intelligence. The original concept was introduced by Green in [13], where he developed a

planner which uses predicate calculus notation and resolution to construct plans which

transform the initial environmental state to a state which satisfies a goal. The state of the

world, the goal, the action descriptions and the invariant state relations are all expressed in

predicate calculus well-formed-formulas (wff). Resolution is then used to prove the

existence of a plan, and, as a side effect, the plan itself is derived. Green's method is

sound (it finds only correct plans) and complete (it will find a correct plan if one exists),

but it is highly inefficient and it suffers from the frame problem.

To address the frame problem, Fikes and Nilsson developed another planning system

called STRIPS [10]. Representation in STRIPS is very similar to the wff representation in

Green's method. The world model (or state of the environment) is expressed as a set of

wff, and the goal is another wff. However, the operator descriptions are composed of

three parts: a precondition (a formula which is true if the operator can be applied), an add

list and a delete list. The two lists specify which wff are added and which are deleted from

the world model after the action is executed. By using these lists to specify the effects of

10
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anaction,STRIPSavoidstheextendedpredictionproblem,but it is still facedwith the

qualificationproblem.

STRIPSmayalsobemoreefficient thanGreen'smethodbecauseit usesmeans-end

analysis [8] to generate a plan instead of straight resolution. In means-end analysis, a

difference clause is generated which represents the disparity between the current world

model and the goal. Then operators are chosen which, when applied, reduce the size of

this difference clause. It then calls itself recursively twice: the first time to reduce the

difference between the initial world model and the precondition of the operator; the second

rime to reduce the difference between the modified world model (modified by the operator)

and the goal. It is therefore a divide-and-conquer strategy which generates subgoals based

on the objective of bringing the environment state closer to the goal.

By using means-end analysis, however, STRIPS becomes incomplete, i.e., it is not

guaranteed to generate a plan to satisfy the goal, even if one is known to exist. In

particular, if the agent must take actions which move the environment state farther from the

goal before the goal can be achieved, then the plan might not be found by means-end

analysis. In addition, it has been demonstrated [37] that, under certain conditions, STRIPS

may even be unsound, in the sense that it may generate incorrect plans.

Extensions and modifications of STRIPS have been developed to increase the

efficiency or functionality of the basic system, e.g. MACROPS [9], ABSTRIPS [29],

NOAH [30], and MOLGEN [39]. Nevertheless, all of these systems have three problems

which prevent their use in PRIME. The first is that complete knowledge of the domain is

required to generate plans, and this knowledge is encoded by a knowledge engineer (or

team of knowledge engineers). For realistic environments, the knowledge base suffers

from a combinatorial explosion (to a greater extent in the more complex modifications of

STRIPS, since there is more information to encode), and the chance of error or omission
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_s accordingly.The rulesinPRIME can alsosufferfrom a combinatorialexplosion,

but this does not increase the design effort, as it does in top-down systems such as

STRIPS. The second problem, related to the first, is that there is no provision for rule

induction or modification, which is necessary to correct errors and omissions on-line.

Work has been done in generating new rules from existing ones [1, 4, 6], but no method

exists for adding new rules or modifying old ones based on experience. The third problem

is that there is no mechanism for representing the possibility of differing (perhaps even

contradictory) effects for the same action under the same conditions. This is again related

to the fast problem, since this would be unnecessary if the machine had knowledge of all

states.

2.1.2. Stochastic learning automata

A stochastic automaton is a unit which has the following elements:

• a set of internal states;

• a set of actions (or outputs), whose size is not greater than the state set;

• a probability vector which determines the random selection of the internal state at

each time step;

• an update scheme which generates the next probability vector from the current

probability vector, input and state;

• an output function which selects an action based on the current state.

A stochastic learning automaton (SLA) is a stochastic automaton whose update scheme is

designed to minimize some cost function (or equivalently, to maximize some payoff

function). For most SLA, the input is binary, representing either reward or penalty, and

the output function is deterministic and one-to-one, so the action set is equivalent to the

state set. The automaton operates in a closed loop with a stochastic environment, which
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choosesa reward or penalty response randomly, based on the action dictated by the

automaton and an unknown probability disu'ibution. The objective of the SLA is to choose

the action which minimizes the expected value of a penalty response from the environment.

A good review of update schemes, their convergence properties, and applications of SLA

can be found in [24].

Stochastic learning automata represent a completely different approach to the problem

of selecting the proper actions to perform. It might initially appear that, since this is a

probabilistic model operating in a stochastic environment, SLA could be useful in PRIME;

however, the drawbacks outlined below eliminate SLA from consideration.

The first difficulty is that traditional SLA takes no input aside from the reward/penalty

(or reinforcement) signal; it has no knowledge of the environmental state. To use SLA for

selecting the proper action to perform, a separate automaton is needed for each ordered pair

of environmental state vector value and goal vector value, which is impractical for two

reasons. First, the number of automata increase exponentially with the size of the state

vector and goal vector. As an example, for a reasonably sized binary state vector of 100

elements, the number of automata exceeds 1030 . Second, this configuration does not allow

generalization over states or goals, which makes it impossible to apply the machine's

knowledge in situations even slightly different from those previously encountered.

Barto and Anandan [3] have developed an associative SLA model, which takes a

contextual input as well as a reinforcement, and uses the associative reward-penalty (AR.p)

algorithm as an update scheme. AR_t, permits the learning of input-output mappings in

environments which respond with only a reward/penalty signal to indicate whether the

output chosen by the automaton was correct--this is called associative reinforcement

learning. However, this algorithm has only been studied for the case of choosing between

two actions.
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Another difficulty with using SLA is that, in the environment in which PRIME

operates, the reward signal would represent the achievement of the goal, and it needs to

reinforce the entire sequence of actions, not just the last one. The problem of rewarding

those actions in the sequence which actually contributed to the achievement of the goal, and

penalizing all others, is called the temporal credit assignment problem, and SLA

(associative and nonassociative) are not equipped to handle it. This problem is a

consequence of the fact that the SLA is a reactive system: it does not predict the effects of

its actions and it does no planning; it simply operates in a feedback loop with its

environment, issuing actions in response to the environment's response, and hoping to

receive some reward. The temporal credit assignment problem also appears in neural

networks and classifier systems, and it is the reason why planning is necessary in PRIME.

2.1.3. Neural networks

"Neural networks" (also called "connectionist networks") is a collective term for a

class of computation devices which have the following properties:

• they have a set of nodes (or neurons), each of which holds one value, sometimes

called the output, which may be binary or real-valued;

• the nodes are connected with links, each of which holds one real value, called the

synapti c weight;,

• the information stored in the network is distributed among the weights;

• the weights are somehow used to determine the node output values.

Specifications beyond these are determined by the type of network model. In most models,

the output of a node is computed locally by a weighted sum of other node outputs (the

weights determined by the links connecting the nodes in question), passed through a simple

nonlinear squashing function. Because these computations are local to each node, they are
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highly parallel. Some models have specially designated input nodes and output nodes (the

undesignated nodes called hidden nodes), while others allow any node to be used as input

or output. Most models also have associated training algorithms for incrementally

adjusting the weights of the network, such as back-propagation or Hebbian learning, but

some models use a method such as outer-products to calculate a static set of weights. An

overview of different models and training algorithms can be found in [2, 19, 28].

One of the advantages of neural networks is their massively parallel computation,

which makes neurocomputing a viable alternative to traditional sequential approaches in

problems which involve real-time processing of large amounts of data, such as signal or

image processing. Another advantage is their distributed representation of knowledge

which apparently results in a natural generalization ability; this leads to such applications as

pattern classification, concept acquisition, associative memory, and applications which

require noise immunity or other types of robusmess.

There arc several ways in which a neural network could be used in PRIME. For

example, a network could take the environmental state and the goal as its input, and

produce an action as its outputmin particular, the action with the highest probability of

leading toward the goal. This network would be trained by associative reinforcement,

which poses the same temporal credit assignment problem discussed in the previous

section. Williams [42] introduced a class of associative reinforcement learning algorithm_

called REINFORCE algorithms, which consist of two types: the restricted REINFORCE

algorithm which receives immediate reinforcement, and the extended REINFORCE

algorithm which receives delayed reinforcement and handles temporal credit assignment

Williams shows that several SLA update schemes are members of the REINFORCE class

of algorithms. Unfortunately, networks using the REINFORCE weight update schema--

have three degrees of freedom (the learning rate, the reinforcement baseline and the ouq
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probabilitymassfunction),andthereis very little analytical or empirical guidance for their

selection----no guidance at all in the case of the extended REINFORCE algorithms.

Another use of a neural network is to predict the effects of a particular action under a

particular environmental state. This network could be trained with a supervised learning

algorithm, in which the full input and output patterns are given in training. In general, it is

easier to train a network with supervised learning than with reinforcement learning, because

more information is provided to the network and patterns are more readily discriminated.

As a third type of application, some research has been done to develop neural

networks which emulate symbolic processing capabilities, such as storage and recall of

production rules [41], slot filling and role-binding in knowledge schemata [7, 40], and

rule-based reasoning with variable binding [35]. However, none of these systems has the

ability to learn new rules.

In the first two connectionist applications, the networks exhibit specific rule induction

and general rule inductiorr---due to the distributed representation of the information gained

through experience, extrapolation (or interpolation) of this information occurs when the

network is presented with a new input. Thus, it appears that neural networks may have

some application in PRIME. In fact, Moed [22] has proposed a network architecture which

operates in the Organization Level, learning the effects of actions and the probabilities of

these effects. Nevertheless, it is meant to work in conjunction with a symbolic rule base

containing specific and general rules. One disadvantage to using neural networks (as

described in the first two applications) to exclusively represent the rule base is that they are

difficult to initialize with a priori knowledge, if such knowledge is available. Neural

networks must be trained with the knowledge, and this might take significant time and

effort, whereas knowledge could be easily compiled into a set of symbolic rules; of course,
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in both cases, the knowledge must be refined enough to allow significant automation of the

process.

2.1.4. Classifier systems

Classifier systems, described by Holland in [16, 17], are blackboard production

systems in which many rules can be active at the same time. The rules have a simple

structure which facilitates matching and also allows induction of new rules. The basic

elements of a classifier system are a list of classifiers, a message list, an input interface and

an output interface.

The message list is the blackboard of the system. It contains a variable number of

messages, each of which is a binary string of fixed length k:

M = <ml, m2, .... ink>, mj_ {0,1 }.

The list of classifiers constitutes the rule base, each classifier equivalent to a production

rule. The classifier consists of a finite number of conditions, followed by an action:

C=cl, c2 ..... cr/a (r> l)

where each condition and action is a trinary string of length k:

S = <sl, s2 ..... sk>, sj_ {0,1,#}.

A message M matches a string S if the following two conditions hold for allj < k:

1. if s1 = 0 or sj = 1 then mj = sj

2. if sj = # then mj can be either 0 or 1.

Thus the symbol # in a condition signifies a "don't care." The condition of a classifier is

satisfied if each condition ci is matched by some message on the message list. If this is the

case, the classifier generates a new message from the action part, a = <al, a2 ..... ak>,

and the message M = <ml, m2, .... mk> which matched the condition cl. The j_ element

of the new message is given by
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I. aj, if aj = O or l

2. mj, ifaj = #.

Thus the symbol # in an action signifies a "pass-through.'" For example, if a classifier is

given by C = 01#I#0/I I#000, and it is satisfied by a message MI = 011100, then it

generates the outgoing message M2 = 111000.

The purpose of input and output interfaces of the classifier system is to allow the

system to communicate with the outside world with the same data structure used to

represent internal information. The input interface places messages from the environment

on the message list, while the output interface traps particular types of messages on the

message list and sends them to the environment.

The basic execution cycle of a classifier system is given below:

I. Place all messages from the input interface on the current message list.

2. Compare all messages to conditions of all classifiers and record all matches.

3. For each classifier with all conditions satisfied, generate a message for the new

message list.

4. Replace the current message list with the new message list.

5. Process the new message list through the output interface to produce system output.

6. Go to step 1.

One of the advantages of classifier systems is that they easily admit a parallel

implementation of the basic cycle above, since classifier satisfaction (or rule activation) is

independent of the order of the classifiers.

It should be emphasized that not all messages posted by the classifiers need be

interpretable as output by the system; most are probably internal messages which serve the

same role as assertions in the fact base of an expert system---they trigger the activation of

other classifiers. Parts of the message string may even be reserved as tags recognized by
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the conditions of classifiers, so that a message can be addressed to a particular subset of

classifiers in the next cycle. This coupling of classifiers is a convenient way to build chains

of classifiers which generate a sequence of actions.

Classifier systems may be extended to modify themselves by reinforcement learning.

This requires two separate learning algorithms: one to apportion credit to the rules which

are useful to the system, and one to generate new rules. The first learning task is

performed by the bucket-brigade algorithm, and the second is performed by the genetic

algorithm.

To accommodate the bucket-brigade algorithm, the basic classifier system must be

modified. Associated with each classifier is a strength, which serves as a measure of the

usefulness of the classifier in the past. An element of competition between classifiers based

on their strengths is added to the basic execution cycle of the system, as follows. When all

of a classifier's conditions are satisfied, it makes a bid based on its strength, its specificity

(determined by the number of non-# symbols in the condition of the classifier) and its

support (determined by the strengths of the classifiers which posted the matching

messages). Now, instead of all satisfied classifiers being activated and posting their

messages, only the highest bidding classifiers are activated. If a classifier wins a bid, it

posts its message and it reduces its strength by its bid. Meanwhile, all the classifiers which

posted messages matched by this winner have their strengths increased by a fraction of the

bid, such that the bid is equally distributed among the supporting classifiers. Strength is

essentially treated as a kind of capital, which is paid by active classifiers to supporting

classifiers in the past. Eventually, a classifier might receive a payoff directly from the

environment if it issues a correct command--this is where the reinforcement signal enters

the system. In the long run, the strength of a classifier is increased if it tends to lead to a

reward from the environment in the future, and it is decreased if it does not.
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Incidentally,thespecificityof aclassifier is included in its bid to allow the existence

of default hierarchies. A default hierarchy consists of general rules with more specific rules

(ones with fewer #'s) below, serving as exceptions to the general rules (or defaults).

These more specific rules may, in turn, have even more specific exception rules. Certainly,

the exceptions (if strong) should be activated in place of the defaults; hence, preference is

given to the more specific rules in the bidding process.

The genetic algorithm, introduced in [15], is a search technique which uses "genetic

operators," such as crossover, to randomly generate new strings (or genotypes) from old

ones. When applied to classifier systems, the classifiers are treated as genotypes. Parent

classifiers are selected based on their strength, offspring are produced by genetic

recombination, and these offspring replace the weakest classifiers. One of the advantages

of using the genetic algorithm to create new classifiers is that useful building blocks (or

string segments) within the classifiers tend to be retained.

Wilson and Goldberg [43] discuss many of the problems inherent in classifier

systems with the bucket-brigade and genetic algorithms, such as the difficulty in generating

and maintaining long chains of classifiers, overgeneralization, and reluctance to form

default hierarchies. They also review some modifications to the two algorithms which are

aimed at reducing these problems; these modified algorithms have met with varying degrees

of success.

Zhou [44] discusses an important issue in using classifier systems for goal-directed

behavior. He claims that the rules and chains of rules useful for achieving one goal may

not be the same ones useful for achieving another;, therefore, it is necessary to keep separate

classifier sets for each goal to prevent useful rules from losing strength when they are

applied in the wrong context. However, this prevents generalization across goals and

increases learning effort. In the context of PRIME, this problem is easily solved by placing
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thegoal (expressed as a binary string) on the message list, and letting the classifiers

condition on parts of the goal stag.

Classifier systems present a unified approach to the problems of rule learning and

goal-directed behavior. They exhibit both specific and general rule induction. They

maintain rule strengths which may be used to evaluate the performance of the system. The

rule representation is simple and it permits fast condition matching.

Still, the problems of long chain generation and maintenance remain. In addition,

problems may arise with using the knowledge base to achieve previously unseen goals, if

the rules arc conditioned on the goal. It would be more desirable to model the effects of the

systems actions explicitly, so the system could plan with a common rule base to achieve

any given goal.

The above considerations preclude the use of classifier systems in PRIME, but they

do not eliminate the advantages of the rule representation within these systems. For this

reason, the representation developed in §3.2.2 is modelled after the classifier.

2.2. Probability estimation

2.2.1. Requirements

Section 1.3.1 established the need for an algorithm which estimates, for a given

condition and action, the probability that a particular effect occurs, i.e., the probability that

some environmental state description obtains after the action is executed. This problem can

be viewed in two ways: as the estimation of a discrete probability distribution over effects;

or as the independent point estimation of the probabilities of several effects, with the

constraint that the sum of all the estimates must be one.
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Regardlessof whichapproachis used,thereareseveralrequirementsof the

estimationprocedurewhichmustbefulfilled:

1. it mustberecursive(or sequential);

2. it mustassumeno a priori knowledge about the probabilities, although initial

probability values should be used if provided;

3. there must be no smoothing of the distribution, since the ordering of effects is arbitrary;

4. it must be able to track nonstationary probabilities.

Sequential estimation is necessary because the estimates must be updated on-line, during

the machine's operation, to ensure the accuracy of the estimates. To keep PRIME as

general and flexible as possible, no assumptions are made about the environment except

that it is a Markov process, and even this may be relaxed in the future (see §6.5). This

requirement eliminates not only parametric estimators, which assume a structure for the

distribution function being estimated, but also Bayesian estimators, which assume a

structure for the PDFs of the probability estimates [12]. The fourth requirement, the ability

to track time-varying probabilities, implies that some variance is necessary in the

probability estimates, forcing the estimator to balance the needs of accuracy and stability.

The next three sections explore the relationships between three estimation procedures

which are used (with some modification) in PRIME, as described in §3.3.2.

2.2.2. Sample mean

For a given condition and action, let N be the number of effects or next states which

can result from the execution of that action under that condition. Let the vector of physical

(or real) probabilities of those effects be Q = (ql, q2 ..... qN). Whenever the environment

receives the action in question under the specified condition, it chooses a next state from a
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vectorof effects (el, e2,..., eN) randomly, using Q. This feedback from theenvironment

can bc expressed in the form of a random vector (xl, x2 ..... XN), where for I__'<_.N:

xi = 1 if ei was chosen,

xi = 0 otherwise.

Thus, qi = P {xi = 1 }.

Let the estimate of each qi at step n be pi[n]. Since xi is a Bernoulli random variable,

E{xi} = qi. Thus, qi can be estimated by the sample mean:

n/_ l_,,..r,1
pi[n] = n - nj___ 'L''

This can be put in recursive form:

pi[n+l] = n 1
n+-_l i[n] + _-'_xi[n+ 1] (2.1)

Note that this sequence converges to a constant value, since the second term _ 0 as

n--_**. In fact, the strong law of large numbers states that pi[n] converges to qi almost

everywhere, i.e.,

P{ lim pi[n] = eli} = 1

This is actually a detriment, because we need an estimator which can respond to changes in

qi. This becomes harder to do as time progresses, due to the decaying weight of new data

in (2.1). The weight of new data could be fixed by using a "moving window" approach--

taking the sample mean of the last w points, where w is a constant. It can be shown that

the variance ofpi[n] is inversely proportional to w, allowing the adjustment of w to trade

off between tracking ability and noise level. Nevertheless, the moving window approach is

not recursive, and it requires the storage of w points of data. In addition, the same tradeoff

can be accomplished with the linear reinforcement scheme, §2.2.4.
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2.2.3. Stochastic approximation

The Robbins-Monro stochastic approximation algorithm [27, 31] was originally

presented as a method of searching for the unique root of an unknown function, with the

function output corrupted by additive, zero-mean noise. Specifically, if

y(_) < ** Vd?e [a,b], and

y(0) = 0 for some unique 0e [a,b],

and the noisy output is given by

z(_) = Y(0) + v

E{v} =0

E{v 2} < _,

then the sequence

_[n+l] = _[n]- _n]z(_[n])

converges to 0 almost everywhere if the sequence {_n] } satisfies the following conditions:

lim "6n]= 0
tl----)e,o

ZI

n.--->,,*k= 1

gl

_,2[k]<
n--_** k= 1

To cast this procedure in terms of probability estimation, let

0 = qi

(_ =Pi

y(d_) = 0 - _ = qi - Pi

v = xi - qi

z((_) = y(_) + v = xi - Pi

so the estimation sequence becomes

pi[n+ l ] = pi[n] + 7[n](xi[n] - pi[n]). (2.2)
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Now, if we let _n] be the harmonic sequence

1
 6n]= n+"-T

thenthe stochasticapproximation (2.2)becomes therecursivesample mean estimation

(2.I). Thus, sample mean isa specialcase of Robbins-Monro stochasticapproximation.

Other choicesexistfor7In],of course,but sincestochasticapproximation isguaranteedto

converge almost everywhere, it suffers the same problem as sample mean--it ability to

adapt to a nonstationary environment decays with time.

2.2.4. Linear reinforcement

Recalling the discussion of stochastic learning automata in §2.1.2, the problem of

learning the probabilities over possible effects of a given rule' s action may be compared to

learning the action probabilities in an automaton, where the automaton's action corresponds

to predicting the effect of the rule's action. In this section, the linear type of update scheme

is investigated, as it pertains to learning effect probabilities in PRIME.

In general terms, the essence of any automaton reinforcement scheme is this: an

action ai is selected; if the environment responds with a reward, the probability Pi of

selecting that action is increased, and all other probabilities are decreased; if the

environment responds with a punishment, Pi is decreased and all other probabilities are

increased. In the case of the linear reward-penalty (LR4,) scheme [24, 42], the following

equations govern the update:

if action ai is rewarded:

pi[n+ l ] = pi[n] + ix(1 - pi[n]) (2.3a)

pj[n+ l ] = pj[n] - o_pj[n] 'v'j_i (2.3b)
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if action ai is penalized:

pi[n+ l] = pi[n] - _pi[n] (2.3c)

pj[n+l] = pj[n] + _3(Nl--sT_1- pj[n]) Vj¢i (2.3d)

where ct,13_ (0,1) are learning rate constants, and N is the number of possible actions. If

13=0, the update scheme is called linear reward-inaction (LR.I), since no correcting action is

taken in the case of a penalty response. LR.p and LR.1 can be collectively called linear

reinforcement schemes.

An automaton representing a collection of rules with identical conditions and actions

could be trained by reinforcement. The training cycle would operate as follows:

1. The automaton predicts an effect based on the vector of internal effect (or action)

probabilities.

2. After the action part of the rule is executed, the effect (or next state) is observed. If the

effect was correctly predicted, a reward signal is sent to the update scheme, else a

penalty signal is sent.

3. The update scheme changes the effect probabilities based on the reward/penalty signal

and the chosen effect.

Although these linear reinforcement schemes demonstrate different convergence

behaviors (LR.t, is expedient and LR4 is e-optimal), the convergence destination which

these and many other SLA update schemes strive for is the same: to maximize the expected

value of the reward signal by choosing the proper action. Since, according to the model,

the environment randomly chooses to reward an action based on a fixed set of reward

probabilities for each action, an "optimal" automaton would always choose the action with

the highest reward probability. It follows that the update schemes strive to converge the

action probability vector to a vector of O's except for the element corresponding to the

optimal action, which is 1. Therefore, the linear reinforcement schemes would not
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converge to the correct effect probabilities if the automaton representing the rule were

trained by reinforcement, as outlined above.

However, within PRIME, the effect probabilities need not be learned by

reinforcement; they can also be developed by supervised learning. The training cycle

modified for supervised learning is:

1. The action part of the rule is executed, and the effect is observed.

2. The probability corresponding to the resulting effect is increased, while all other

probabilities are decreased.

In this supervised learning mode, as opposed to the reinforcement learning considered

before, the automaton does not actively predict the effect of the rule's action; rather, it is

given the effect, and the update scheme simply updates the effect probabilities. This may

be considered equivalent to a situation where the automaton always correctly predicts the

effect, because it may act after the answer is known. Therefore, there is no penalty signal,

and only equations (2.3a-b) are necessary--LR.p and LR.1 become indistinguishable. The

term linear reinforcement will henceforth refer only to equations (2.3a-b).

Appendix A (equations (A.5) and (A.9)) shows that, for the linear reinforcement

scheme,

lim E{pi[n] } = qi
n.....l.,n_

lim In] = ----0"x
n---_ 2-(Z

where (Jx2= qi(1-qi) and o_ is the learning rate constant. This implies that the estimated

probabilities converge in mean square to the physical probabilities if qi_ {0,1 } Vi; if this is

the case, however, the environment is deterministic and there is no estimation, only storage

of the single possible effect. Nonetheless, these limits also imply that the estimates might

converge in mean square for qi_ (0,1) if o_---)0 as n _,,_, although the equations were



28

derived assuming o_ is constant. They also demonstrate that, because the variance of the

estimate is nonzero for a stochastic environment even in the limit, Hnear reinforcement will

always adapt to changes in the physical probabilities, although this variance should be

controlled by decreasing a.

Linear reinforcement is intimately related to recursive sample mean and stochastic

approximation. Consider a modified version of re.cursive sample mean, in which the effect

of a particular datum on the probability update decays over time; this counteracts the hard

convergence property by weighting newer data more heavily than older data. If an

exponential decay is used, the modified recursive sample mean is:

(1-_)n + 1pi[n+l] = i[n] _ n+l

= 1 - _n---_ll-pi[n])

pj[n+l] = _n_l j[n] k/j_i

forxi = 1 and _e (0,1). For large n,

pi[n+l] = 1- _(1-pi[n]) = (1-15) + _pi[n]

pj[n+l] = _pj[n] Vj_:i

If a = 1 - [3, then

pi[n+ l ] ---o_ + (1-oOpi[n] = pi[n] + o_(1-pi[n])

pj[n+ l] _ (1-a)pi[n ] = pj[n] - api[n] Vj¢i

But these are the equations for linear reinforcement (2.3a-b)!

Now suppose linear reinforcement had a decaying learning rate, to allow it to

converge to constant estimates. In condensed notation, the update equation becomes

pi[n+l] = pi[n] + tx[n](xi-Pi[n]) l<i<_N

which is identical to (2.2), the update equation for stochastic approximation.



Section 3.3.2 develops a method of using recursive sample mean and linear

reinforcement concurrently, to exploit the advantages of both estimation schemes.
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3. Design of PRIME

3.1. Architecture of PRIME

The purpose of this section is to describe the basic features of the architecture of

PRIME; the details of these features will be presented in the remaining sections of this

chapter. This architecture was designed to satisfy the functional requirements of the system

given in § 1, which are summarized as follows:

1. to dictate high-level actions to a system of machines (such as robots) in an abstract

environment with nfmimal a priori knowledge;

2. to maintain a probabilistic internal model of the environment, in the form of a rule base;

3. to develop this rule base in a bottom-up fashion, inducing specific rules from

experience, and inducing general rules from specific rules;

4. to plan with the rule base to achieve a user-specified goal with maximum probability of

success.

A block diagram iUustrating the major components of PRIME appears in Figure 3.1.

However, the following sections of this chapter, for the most part, do not discuss the

modules designated in the diagram; rather, they specify the operation of the three major

processes in PRIME: exploration, generalization and planning.

Exploration is a process which allows PRIME to explore its environment by

executing actions, observing their effects, and forming new rules or updating old ones with

this experience; it is the primary method for specific rule induction. In exploration, the rule

base gives a set of active rules to the explorer, based on the current state of the environment

The explorer picks one of these rules to test or creates a new one, and feeds the rule to the

30
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Figure 3.1 PRIME block diagram

executor. The executor sends the action to the environment, which responds with a new

environmental state, and the executor updates the rule base with this new information.

In generalization, the active rules for a given state are used to create new general

rules, which are then added to the rule base. This process can run in parallel with either

exploration or planning.

Planning involves a cycle of interaction between the planner and the rule base.

During its operation, the planner needs to explore the effects of actions under different

environmental states which may occur during the execution of a sequence of actions; this is
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accomplished by repeatedly sending a new state to the rule base and examining the resulting

active rules. The ultimate output of the planner is a plan, which internally is represented by

a list of rules which contain the actions to execute and their expected effects. The executor

sends each of these actions to the environment in turn, and uses the environmental state

observed after the execution of each action to update the rule base, just as in exploration.

Since the division into modules illustrated in Figure 3.1 is rather artificial, the

processes themselves will be described in the subsequent sections. First, however, the

representation of the environment and the rules must be presented.

3.2. Representation

This section defines the internal representation of the abstract environment and the

rules in PRIME, which were briefly characterized in § 1.2 and § 1.3.1. To illustrate the

concepts, examples are derived from the "box and room" world model which was used to

test the STRIPS system [10]. However, the application of PRIME is by no means limited

to this type of "toy problem"---a more realistic environment, based on NASA's Flight

Telerobotic Servicer [25], is developed in §4.5 for demonstrating the capabilities of

PRIME.

3.2.1. Environment

PRIME's representation of the environment consists of a set of abstract states, sets of

actors, verbs and objects, and sets of actor classes and object classes, all of which are

defined in advance. The actor set, such as

A = {robot1, robot2, robot3}
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is the set of agents which PRIME uses to cause changes in the environment. The verb set,

such as

V = {gotoloc, gotoobj, pushto, turnonlight, climbonbox, climboffbox,

gothrudoor}

is the collection of commands which PRIME can give to each of the actors. The set of

objects, such as

U = {box1, box2, box3, room1, room2, room3, room4, room5,

door1, door2, door3, door4, lightswitchl, Ioc_a, Ioc_b, Ioc_c,

Ioc_d}

includes both the material objects which the actors can affect, and the immaterial objects

which do not change but which qualify the action to be executed. Some verbs take objects

in the action sentence; for instance, the verb pushto takes two objects, both of which must

be boxes, while gotoloc takes one object, which must be a location. A description of the

syntax of an action sentence is given in the next section.

An actor class is a subset of the actor set A; a sample set of actor classes is:

CA = {lightrobot, heavyrobot}

lightrobot = {robot1, robot2}

heavyrobot = {robot3}

Likewise, an object class is a subset of U; a sample set of object classes is:

Cu = {box, room, door, lightswitch, Ioc, null}

box = {box1, box2, box3}

room = {room1, room2, room3, room4, room5}

door = {door1, door2, door3, door4}

lightswitch = {lig htswitch 1}

Ioc = {Ioc_a, Ioc_b, Ioc_c, Ioc_d}
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null= 0

The null class is used as a placeholder in action sentences which do not use all of the object

fields. To simplify implementation, the current version of PRIME forces these classes to

be disjoint partitions of the actor and object sets, i.e.,

I,,.,)C A = A, (_CA -- (2}

L.)Cu = U, ("_Cu = O

The state set is a set of propositions about actors and objects in the environment. A

partial example of a state set is:

Z = {box1 at Ioc_a, box1 at

box2 in room1, box2 in

robot1 on floor, robot1 on

robot2 at Ioc .a, robot2 at

l ightswitchl_on}

Ioc_b, box1 in room1, ...,

_ _room2, box2 in room3 .... ,

_ _box1, robot1 on box2 .....

_ _locb, robot2_nextto_boxl, ...,

The state set Z has N states, which can be ordered to form the vector Z" = (z0, zl,..., Z]v),

and the truth value of this vector can be summarized by a binary state vector, or state string:

E = (eo, el,..., e]v) e B = {0,1 }N

{_ if zi is truewhere 'v'i, ei = if zi is false

The value of E at any given time will often be called the "state of the environment" or the

"environmental state," which is not to be confused with the state set Z or an object state,

which is a member of Z.

3.2.2. Rule structure

Recall from § 1.3.1 that a rule consists of a condition, an action, an effect and a

probability. The precise su'ucture is developed below.
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An action sentence (or simply an action) is an M-mple

S e ((AuCA) x V x (UuCu) M-2)

which consists of one actor or actor class, one verb, and M-2 objects. A common

configuration might be M = 4, in which case the Eu'st object could be called the direct

object, while the second could be called the indirect object. All actions are the same length,

so M should be chosen to reflect the maximum number of required objects over all verbs.

If a verb takes less than M-2 objects, the unused slots are filled with the null class

internally, but these slot f'fllers need not be mentioned in textual descriptions. Examples of

action sentences are:

robot1 pushto box1 box3

lightrobot climbonbox box2

robot3 gotoloc Ioc

heavyrobot gothrudoor door room5 room

Specific actions are actions which do not contain any classes; the first action above is a

specific action. General actions are actions which contain at least one class; the last three

actions above are general actions. Only specific actions are issued to the environment, but

both specific and general actions appear in the rule base.

A trinary string is a string over a three-character alphabet with the same length as the

state vector, it is a member of the set

T = {0,1,#} N

The condition string and effect string (or just condition and effect) are both trinary strings.

A specific condition contains no # symbols, whereas a general condition contains at least

one # symbol. Now a rule can be deemed as a quadruple, a member of the set

R = (T x S xT xg_)
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so every rule consists of a condition, an action, an effect and a real-valued probability, in

that order. A specific ru/e has a specific condition and a specific action; if the rule contains

a general condition or a general action (or both), it is a general ru/e. A talc with a general

condition applies in more than one situation, and a rule with a general action predicts the

effect of more than one action.

A rule is active if its condition is matched by the state string I_. This matching is

identical to the matching of a classifier (§2.1.4): O's in the condition match only O's in the

state, 1 's in the condition match only l's in the state, and #'s in the condition match O's and

1 's. Likewise, the effect (or next environmental state) predicted by an active rule is

generated from the effect string in the same way that a new message is generated from the

action string of a satisfied classifier: the new state string is the effect string with all #'s

replaced by the corresponding value in the old state string. Thus, the # in the condition

string acts as a wildcard, while the # in the effect string acts as a carry-through.

This matching and predicting process amounts to a method of instantiation of a rule

with a general condition, in the context of the given state string. As yet, however, no

mention has been made of the method for instantiating a rule with a general action, in order

to predict the effects of a particular action with this rule. This will be discussed in the next

section.

In general, the rule base is used as follows: Given a particular state string (which

may or may not be the current environmental state), the set of active rules for this state is

found. Each active rule predicts the effect on the environment of the execution of its action

under the activating state, with a certain probability. However, for each specific action,

there exists a hierarchy from general rules to specific rules which predict the effect of

executing that action; this is the default hierarchy mentioned in §2.1.4. Since less general
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rulesmay serve as exceptions to more general rules in this hierarchy, the least general (or

most specific) rule for a given action is used to predict the new environmental state.

The decision to represent the conditions and effects of rules is supported by two

factors: efficiency of storage and efficiency of recall. The state string (and therefore the

condition and effect strings) in a realistic environment can become quite long, but the

storage requirements of rules become manageable if the condition on each object state

occupies only two bits, which is the case with trinary digits. Also, the matching procedure

for finding active rules is simple and quick--PRIME uses a tree-like structure to store rules

so that the time for condition matching is linear in the length of the condition string. If the

parallel nature of this procedure were exploited in hardware, even faster recall could be

possible.

3.2.3. Locality of effect

Locality of effect is the assumption that only the actor and objects mentioned in a

given action sentence can be affected by that action; all other objects remain unchanged.

This assumption is made in the current version of PRIME for two reasons: it condenses the

condition and effect strings, and it allows the existence of general actions as defined in the

previous section. Each of these reasons will be considered in turn.

To take advantage of locality of effect, a mask defined for each actor and object is

added to the a priori environment specification. A mask is a binary string from the set B

which is defined as follows:

M = (m0, mb..., m_) _ B

,-,.ifz, relovan,tot,,.o,cto,"or
where Vi, mi = _0 if zi is not relevant to the actor or object
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Thus, the mask for an actor or object indicates which states can be affected by an action

containing that actor or object. Since it is known that the states which arc irrelevant to the

actor and objects of a rule will remain unchanged, these states can be removed from the

condition and effect strings of the rule.

When a new specific role is generated, the condition is derived from the

environmental state before the execution of the action, and the effect is derived from the

resulting environmental state after executing the action. However, under the locality of

effect assumption, it is unnecessary to store the whole state string in the condition and

effect fields of the rule, because some states arc irrelevant. It is only necessary to store

those states which are deemed relevant by at least one of the pertinent mask strings. The

condition and effect can be "compiled" into strings which arc potentially much shorter than

the state string. Now the trinary condition and effect strings are no longer members of T;

they have variable length, dictated by the mask strings of the actor and objects of the role.

Thus, rules are now members of the set schema

RK= (Txx S xTKx 9_)

where Tx = {O, 1,#} K and K < N

Depending on the environment, this may achieve a great reduction in the storage

requirements of the rule base.

Since the definition of a condition of a rule has changed, the definition of an active

rule must change accordingly. A rule from the schema IlK is said to be active if all of the

states which are relevant to the actor and objects of the action satisfy the requirements

specified by the condition string. The individual matching of state values to condition

values is the same as in the classifier system, but the entire state string can no longer be

matched with the condition string in one operation, because their lengths and arrangement

of states are different. However, the matching procedure is only slightly more
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complicated, because the object masks (or an altered version of them) can easily be used to

determine which state corresponds to each element of the condition string, and only those

relevant states need to be tested.

Figure 3.2 provides an example of condition compilation; the same procedure holds

for effect compilation. The masks of the actor and objects of the action robot1 pushto

box1 box3 appear next to copies of the state string. The state values in positions which

correspond to l's in each mask are copied and concatenated to form the condition string.

Notice that the condition string (and consequently the effect string) is effectively partitioned

intofields which correspond to the states relevant to the actor and individual objects of the

rule.

In order to develop rules with general actions (that is, with a class name used as an

actor or object), it is necessary to keep the interpretation of the states in a given field

invariant over all members of a class. This is achieved by constraining the design of the

state set such that all members of a particular actor or object class have the same number

and types of states. For instance, if the object box1 has the following relevant states:

box1 at Ioc_a, box1 at Ioc_b .....

box1 in room1, box1 in room2 ...

then box2 must have the corresponding relevant states:

box2 at Ioc_a, box2 at Ioc_b, ...,

box2 in room1, box2 in room2 ...

and all members of the class box must have similar states. If this constraint is met, then

any condition field corresponding to a member of a particular class can be interpreted as a

field corresponding to another member of the same class. This allows the field to

correspond to the class name itself, which can later be replaced with any of its members to

form a coherent rule with a specific action.
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To continue the example, suppose there is a rule for the action robot1 climbonbox

box1 whose condition calls for box1 to be at Ioc_a in room2. Then the object field of

the condition string might look something like (10...01...), if the state positions in the

condition string correspond to the positions of the relevant states listed above. If there is

another rule, whose action is robot1 clirnbonbox box2, and whose condition calls for

box2 to be at Ioc__a in room2, then the object field of the condition string would look like

(10...01...), identical to the previous field. These two rules could be generalized (the exact

method is presented in §3.4.2) to form a general rule with the same condition but with the

action sentence robot1 climbonbox box. This general rule can be instantiated by

replacing the class name box with any of its members, and the condition field for the object

can be interpreted according to the specific object chosen. So, if a situation occurs where

box3 is at Ioc_a in room2, then this general rule can be activated with the action sentence

instantiated as robot1 climbonbox box3.

In summary, masks provide a mapping between condition string fields and state

strings, and these masks are related in such a way that the states pertaining to an actor or

object of a particular class can be translated to states of similar meaning pertaining to any

other actor or object of the same class. They furnish a simple way of implementing state

predicates (states which take objects as arguments), without resorting to predicate calculus

notation. This, in turn, allows the rule representation power to extend to general-action

rules, which can predict the effects of a whole class of specific actions, even ones which

have not been tested yet.

The cost of assuming locality of effect is the reintroduction of the frame problem.

Recall from § 1.3.2 that induction of specific rules avoids the qualification problem, to the

extent that the necessary states for distinguishing different conditions are represented in the

system. If states are uniformly eliminated by locality of effect, then it is possible that such
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a distinguishing state may be overlooked. Consider a problem where a robot needs to pick

up a box, say boxl, but in order to pick up this box, a particular door must be open so the

robot can get to the box. The state of the door will not appear in the condition of a rule

with the action robot1 grasp box1, since the door does not appear in the action sentence.

Thus, the action will appear to fail a high percentage of the time, and under the same

conditions as when it succeeds. The solution is to add another state, such as

box]_access_clear, which can then appear in the condition of the rule for robotl

grasp box1. This amounts to adding a frame axiom, which is an ad hoc solution, and it

puts additional burden on the designer when developing the a priori environment

representation. For all of its advantages, locality of effect is still a drawback in the long

run; a method for eliminating the need for locality of effect should be a focus of future

research.

3.3. Rule discovery

3.3.1. Exploration

Exploration is the process by which PRIME performs specific rule induction, or rule

discovery. The purpose of exploration is to allow the machine to explore its environment

and develop specific knowledge about the effects of its actions in specific situations. This

is achieved through direct interaction with the environment: executing an action and

observing the changes in the environmental state. The interaction is random, in the sense

that the selection of actions to execute or rules to test is random.

The basic cycle of exploration is:

1. Search for the set of active rules for the current environmental state.
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2. Generatearandomaction,or get the action from a randomly selected rule from the

active set.

3. Execute the action, and observe the new environmental state.

4. If a specific rule which predicts the new state does not exist, create one.

5. Update effect probabilities among all active specific rules whose action sentence is the

executed action.

6. Update probability and support statistics among all active general rules whose action

sentence is the executed action, and delete any general rules which do not have enough

support.

7. Go to 1.

A new rule is created as described in the previous section: the prior state string is compiled

into the condition string, and the posterior state string is compiled into the effect string. In

addition, if the chosen action has never been executed under the prior state, the effect

probability is initialized to 1; otherwise, it is initialized to 0 and is updated along with the

effect probabilities of the other rules (step 5). The probability estimation procedure

described in the next section is used to update the effect probabilities of specific rules.

Each general rule keeps track of its support, which is the set of existing specific rules

which are instantiations of the general rule, and whose effect probabilities are above a

certain support threshold (e.g. 0.8). An instantiation of a general rule is a specific rule

formed by replacing each # in the condition string by a 1 or 0, each # in the effect string by

the corresponding value chosen in the condition string, and each class name in the action

sentence by a member of the class. The effect probability in a general rule is simply the

average of the effect probabilities of its supporting rules, so updating a general rule's

probability in step 6 amounts to updating this average to reflect whatever updates were

made to supporting rules in step 5. If a general rule gains or loses support due to the
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updates in the probabilities of specific rules, the support count is also updated in step 6. If

a general rule is then found to have too little support to justify its existence, it is deleted.

Further discussion of the maintenance of general rules can be found in §3.4.

The role of exploration is not limited to refining the rule base. If no initial rule base is

supplied, exploration within a simulated environment is used to generate the rule base from

scratch. This can be an effective way of generating a rich set of rules automaticaUy, but

only if the machine is exposed to a variety of situations, and if "key" situations appear

frequently enough. One problem with performing exploration in a closed loop Like the one

above is that the machine might fail into uninteresting situations too often, while failing to

build up the rules which may be key to completing useful plans later. To rectify this

imbalance, the exploration algorithm for initial waining could be modified so that a new,

random environmental state is presented before step 1 at each cycle, essentially breaking the

loop. The probability distributions for generating this random state could then be tailored

to provide sufficient exposure to important situations. However, this may entail a

significant design effort, making it more expensive than manually generating an initial rule

base.

In the normal operation of an intelligent machine in the field, the primary function of

PRIME is planning. Nevertheless, as plans are executed, the effects of actions are

observed, and specific and general rule induction still take place. So when is exploration

necessary to refine the rule base? In general, a supervisor (human or machine) is needed to

determine that the role base is too incomplete to effectively plan under certain conditions.

Another approach, though, might be to have PRIME detect situations where it has

developed a partial plan, but cannot plan any further because of lack of information in the

rule base; the machine could execute the partial plan and then explore for a while, until a

sufficient number of rules have developed, or until it reaches a familiar state from which it
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can plan further. These are topics for future research, however, and arc not addressed in

this work.

3.3.2. Probability estimation

The refinement of the effect probabilities of the rules in the rule base is an important

function of exploration. Constantly updating these probability estimates during exploration

or execution of plans allows the rule base to include the latest information available about

the environment, which in turn allows it to adapt to changes. Maintaining the accuracy of

the estimates ensures that the plans generated in planning represent the most optimal path of

action. The following sections describe how PRIME updates the effect probability

estimates by using two estimators, a short-term one and a long-term one.

3,3.2,1. Long-term and short-term estimates

In §2.2, the constraints on the probability estimation in PRIME were outlined, and

three different but related methods were presented for estimating effect probabilities. The

sample mean estimator, which is a special case of Robbins-Monro stochastic

approximation, converges almost everywhere to the physical probabilities in a stationary

environment. The linear reinforcement estimator has a nonzero variance even in the limit as

n--.+o*, except when physical probabilities are 0 or 1 (see equation (A.9)). This allows it to

track a nonstationary environment. Assuming the environment is stepwise stationary, it

would be desirable to allow the estimates to converge to a set of values with a minimum

amount of noise. Although the variance decreases with time (see (A.8)), faster

convergence could be achieved by letting the learning rate (z decay with time, with an

annealing schedule similar to that used in simulated annealing [18]. On the other hand,

once the variance is small, the estimator will not be able to respond very quickly to changes

in probabilities, such as step changes or ramp changes of sufficient slope. Therefore, if
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linear reinforcement is used with a decaying Icaming rate, some mechanism is needed to

recognize when the cstirnates arc grossly in error, so the learning rate can bc reset to a

higher valuc and resettled, allowing the estimates to reconverge.

To provide this function, PRIME uses a combination of short-term and long-term

probability estimates, with sample mean performing the short-term estimation and linear

reinforcement performing the long-term estimation. The long-term estimate is considered

to bc more accurate, so it is the value used in planning and in figuring the average effect

probability and the support of a general rule.

The linear reinforcement esm'nator begins with a relatively high learning rate, which

decays to a minimum learning rate and stays constant. The minimum rate is chosen to

provide a small amount of adaptability, while keeping the variance below a desired

threshold. Once this minimum is reached, the sample mean estimator starts running

concurrently. After a number of samples arc taken, the short-term estimate is compared to

the long-term estirnatc. If the difference is greater than a certain threshold, the long-term

estimate is initialized to the short-term estimate, and the learning rate is reset to some higher

value and allowed to decay again. If the difference is not great enough to trigger a reset,

the sample mean estimator starts again with new data, while the linear rcinforccmcnt

estimator continues to f'mc-tune its estimates with the minimum learning rate. The number

of steps for short-term estimation is chosen to provide a desired degree of accuracy in the

short-term estimate, while keeping the estimation m-ne to a minimum. The threshold for

resetting the long-term estimation is derived from the accuracy of the short-term estimate.

Methods for selecting the constants used in the estimation procedures arc given in the

next two sections.
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3.3.2.2. Short-term estimation parameters

The duration of the short-term estimation (T) affects the accuracy of the combined

estimation procedure, as well as the speed with which the estimates respond to a change in

physical probabilities. Since the estimate will be more accurate when the physical

probability lies close to 0 or 1, it might be advantageous to reduce T when this situation is

detected, perhaps by optimizing a loss function. Two methods [5, 11] are considered here

which determine the optimal stopping time T of a sequential mean estimator, given a

particular type of loss function. Both are asymptotically risk efficient in the sense of Starr

[381.

Let_{n] be the estimate of the sample mean of {x[t] } up to time n:

n

/_[n] = l_x[tl
t=l

The subscript i, indicating which effect this probability estimate pertains to, is suppressed

for notational simplicity. Chow and Yu [5] propose a loss function of

L[n] = c_2S-Z_[n] - It) 2 + 7kn (3.1)

where I.t = E{x} = q (the physical probability being estimated) and a 2 = q(1-q) for the

short-term estimation problem considered here, and 8,_ > 0 are constants. This loss

function places a cost on the variance of the data, the squared error of the estimate and the

duration of the estimation. The objective is to f'md a stopping time which minimizes the

risk:

1_28
R[n] = E{L[n] } = _+ ;kn

n

The optimal stopping time can be found if the variance c_2 is known, but if it not known, it

can be estimated by

n

V[n] = nl.----dt.._l(X[t]=-/_[n]) 2
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The authorsshow thata stoppingruleof theform

T = inf{n_n_. : n'ZV[n] + b[n] < _.l/Sa[n] } (3.2)

where lira a[n]n -2/8 = 1

Fun b[n] = 0 +
n-..),_

n_.= 00.-u2)

isasymptoticaUy riskefficient;thatis,as _.--_0,theriskobtained from using (3.2)

approaches the optimal riskifo2 wcrc known.

To satisfythe conditionsof (3.2),a[n] and b[n]arcchosen to be:

a[n] = n 2/s

b[n] = n-f_, f_ > 1

The constant 5 is chosen to be 2, to cause more estimation effort when the variance of the

data is high. To find a reasonable value for _., we can solve for _. in a typical case. ff

p. = q = 0.7, we want the stopping time T to bc around 20. Assuming that

V[T] = o z = 0.21, it follows that _. = 9.15 x 10 -6. This leads to the requirement that the

minimum stopping time be n_. = O(330), which is much too large. This is with [3 = 1,

which allows the minimum n_. Knowing that n_. increases with 5, we let 8 = 1, and all

other parameters remain the same; the new result is n_. = O(81). It is not clear whether

20 = O(81), but with these choices of parameters, T ranges between 19 and 21, which is

not a wide enough range to justify the extra computational effort in solving (3.2).

Ghosh and Mukhopadhyay [11] use a loss function similar to (3.1), but with 5 = 1.

They show that the stopping rule

T = inf{n>2 • n > _.-x/2(V[n] + n-V)}, 7e (0, 1)
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is asymptoticallyrisk efficient. Again,a testcaseof q = 0.7 and T = 20 was used to f'md

values of_,, and the result was that T ranged between 18 and 21 as q varied, and this was

true for all values of y in the domain.

In studying these two methods, the conclusion is that, for such a small sample size,

the use of an optimization procedure to calculate the stopping time of the estimation does

not result in enough savings to warrant the extra computation required; therefore, T should

simply be chosen as a constant.

The selection of other parameters of the sample mean estimator is based on

Tchebychev's inequality, which, stated in terms of sample mean estimation, is:

P{l_-ql <e}>l °_x
- Te----_ = 19 (3.3)

where _ is the short-term estimate of the physical probability q

e is the upper bound in the estimation error

cx2 = q(1-q) is the variance of the Bernoulli random variable x

19is the lower bound of the probability of the estimation error being within e

T is the number of samples in the short-term estimation.

The constants p and T are fixed at desired values, e.g., p = 0.8 and T = 20. Some

experience with the procedure presented in this section will help determine what are

reasonable choices, based on desired performance.

Once p and T are fixed, (3.3) will dictate e as a function of q; that is, e = f(q). Then

two functions can be defined:

BI(_) = q" q + _.(q) =

Bu(_) = q" q- e(q) =
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These are the lower and upper bounds of the region where the correct value of the

probability q lies, based on the short -term estimate _ obtained after T steps, with

probability > p. That is,

From these bound functions we can calculate the maximum estimation error:

8max = s_p(8_) " 8(_) = max { I_B,(_)I, I_-Bu(_)I } )

Using this quantity, we can say that

This determines a triggering condition for resetting the long-term estimation: if

I_ - pl > 5max, the long-term estimation is in error with probability > p, so it should be

reset.

A low 5max is desirable, since this will prevent the long-term estimate from straying

too far from the actual probability. However, lowering 5rnax requires either lowering p (the

degree of certainty) or increasing T (the duration of the short-term estimation cycle).

Lowering p too much will result in "false alarms," triggering a reset when it really is

unnecessary. False alarms will always occur as long as the certainty is less than 1, but

adjusting p allows some degree of control over their frequency. As mentioned before,

increasing T increases the response time to changes in the environment.

3.3.2.3. Long-term estimation parameters

Selection of the minimum linear reinforcement learning rate (Xminis based on

minimizing the mean square error of the long-term estimate p. The mean square error is

given by:
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E{(p[/2] - q)2} = E{p2[n]} - 2qE{p[n]} + q2

o +:, +
= o2 + (p.p.q)2

Using the results of Appendix A, equations (A.4) and (A.8),

n-1

E{(p[n] - q)2} = (z2q(l_q)_(l_t_)2k + (l_tX)2n(p[0] _ q)2
k=0

Defining 5 = (p[0] - q) as the initial error, the mean square error function MSE(a,n,q,5) is

given by:
n-1

MSE(a,n,q,5) = a2q(1-q) _(1-(z) 2k + (1-_)2n52
k=O

Given the MSE function and n = T which is set in the design of the short-term

estimator, the objective is to find tY_rnas a function of the initial error 5, which minimizes

the mean square error over all q. One possibility is:

1 1

¢Zrn(5) = or*" :MSE(a*,r,q,5)dq = mianJMSE(a,T,q,f)dq (3.4)

The constant arnin is then determined by choosing _min:

ami n = (Xm(_min)

We want if.rainto be as small as possible, because this reduces the variance ofp.

Therefore, we choose 5mia to be the desired level of error when p converges to q, keeping

in mind that, if the actual error 5 is much larger than _ain, then 0_min< Ctm(_) and p will not

converge very quickly.

The decay of (x is exponential; the trajectory fits the form

a[t] = yt

where 7e (0,1) is the decay rate. There are actually two trajectories for a. The f'u'st is

called the initial settling; it is the decay from the very beginning of learning (the first
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encounter of the condition and action in question). The second, called resettling, is the

decay from the reset time, when the short-term estimator resets the long-term estimator.

They are governed by two separate decay rates, 71 and 72 respectively. Since the final

value of _ is given (amin), the decay rates can be found from the starting values and the

desired times to reach the final value (settling times):

71= lOgN, f O_min1

l ( (Zmin _

where N1 is the number of steps of initial settling

N2 is the number of steps of resettling

(Zmaxl is the initial value of (z for the initial settling

a.max2 is the initial value of 0t for resettling.

When resettling begins, it is known that the reset probability estimate p is within 8max of q,

so Ctmax2 = cqu(Smax). All other parameters in the list are arbitraryuNl and N2 are chosen

according to the desired performance, and (Xmaxl > 0.3 to reduce the effects of initial

conditions and initial data.

3.4. Rule generalization

Generalization is the method of general rule induction in PRIME. There are actually

two separate processes working independently: condition-effect generalization, which

generates new rules with #'s in the condition and effect strings; and action generalization,

which generates new rules with class names in the action sentence. These two methods do
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not exhaust the possibilities of generalization in PRIME, but they represent the simplest and

most easily implemented methods, and they are sufficient to illustrate the concept.

Generalization is meant to operate as a background process, building up the role base

when the machine is not occupied with planning or exploration, but it can also be called

from within the exploration cycle or the plan execution cycle--this is the case in the current

implementation.

With both types of generalization, the basic procedure is the same:

1. Generate a candidate general rule from two or more rules in the rule base; the source

rules may be specific or general.

2. Gather all supporting rules.

3. Determine the support ratio and the effect probability of the candidate rule.

4. If the support ratio is great enough, add the candidate rule to the rule base.

As explained in §3.3.1, a supporting rule of a general rule is an instantiation of the general

rule which exists in the rule base, and whose probability of effect exceeds a predefmed

support threshold. Also mentioned in that section was that the effect probability of a

general rule is estimated as the average of the long-term probability estimates of the

supporting rules. If the support threshold is high enough, these probabilities will be close

enough that the average is a sufficient estimate for the general rule--recall that the general

rule is only to be used in situations for which there is no specific rule in the rule base, so

the more accurate estimate is always used when available.

The support ratio is defined as the ratio of support to generality. Support is the

number of supporting rules for a given general rule, while generality is the number of

possible instantiations of the general rule. The support ratio has two purposes: to decide

whether to create a general rule (step 4), and to decide whether to delete a general rule. If

the support ratio of a rule is higher than threshold for creating a general rule (the create
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threshold),it is addedto the rule base. If the support ratio is lower than the threshold for

deleting a general rule (the delete threshold), the rule is removed from the role base. The

create threshold should be higher than the delete threshold; this provides some hysteresis,

so small variations in the support do not unduly destroy the general rule.

As an example, suppose the candidate general rule is:

011#00#1001 robot1 pushto box box 11000(01011 ??

and the supporting rules in the rule base are:
!

01100011001 robot1 pushto box1 box2 11000011011 0.95

01110011001 robot1 pushto box1 box2 11000011011 0.90

01100001001 robot1 pushto box3 box1 11000001011 0.84

01100011001 robot1 pushto box2 box1 11000011011 0.97

The generality of the candidate rule is 36, the product of 3 possible direct objects, 3

possible indirect objects, and 4 possible condition-effect pairs. The support is, of course,

4, so the support ratio is 4/36 = 0.11, probably not enough to justify the candidate's

insertion into the rule base. If it were inserted, however, its probability of effect would be

the average of the support, or 0.915.

The next two sections describe the individual types of generalization in more detail.

3.4.1. Condition-effect generalization

Condition-effect generalization operates by selecting two compatible source rules

from the rule base, and placing #'s in the condition and effect strings of the new general

rule in positions where the two source rules differ. This amounts to a common symbolic

induction method called "dropping conjuncts" [20].
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Let the first source rule be represented by:

S1 = (C sl, A sl, ESZ,p sl) e RK = TK x S x TK x 91

c" = 4' ....
S1 S1

Esl = (elsl, e2 ..... er )

the second source role by:

$2 = (C $2, A S2, E $2, pS2) _ RK

CS 2 s2 s2 s2= (C 1 , C2 ..... C )

ES2=(eS2, es2, ..., e s2)

and the new general rule by:

G = (C a, A a, E a, pa) _ RK

G .., cG)Ca = (c_, c 2, .

_ = (ela, e_ ..... e_)

In order to generalize S1 and $2 to form G, the effect probabilities of the two source rules

must be above the minimum to be considered support, and the two rules must be

compatible. The rules S 1 and $2 are compatible with respect to condition-effect

generalization if all of the following conditions hold for all i < K:

1. A sl = A s2

2. ifC/sI=# then (cs2--# and es, --es2)

3. if csl _ # then cSi2 _ #

4. if (c/sl _ # and e/sl _ es2) then (c/sl = esl and cS2= es2)

Conceptually, these conditions mean that the two rules can be generalized, i.e., there are no

contradictions in the predicted effects. However, the conditions are stronger than that: they

say that the condition strings must also be orthogonal, in the sense that there can be no
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ov_lap between the sets of support rules for S1 and $2. Orthogonality guarantees that the

support of the candidate rule formed by generalizing S1 and $2 has a support at least equal

to the sum of their supports. This provides a minimum support test, placing a lower bound

on the support ratio of the candidate rule which can be used to decide whether to add the

new rule to the rule base, thereby postponing the search for the entire set of support rules

until after such confirmation.

Once it has been determined that the rule G has satisfied the minimum support test, it

is generated by the following algorithm, for all i < K:

if 4 t == 4 2 then

4=4'
,?=4'

else

c?=#

if (cSt ==eSl) and (cS2 == eS2) then eGi = #

else e_ = e/st

end

The action of the new rule is the action of both source rules (AG = A st = An). If the new

rule is found in the rule base, there is no need to add it again. Otherwise, the probability pa

is calculated by searching the rule base for all supporting rules, and taking the average of

the effect probabilities of those rules. Now the new general rule is complete, and can be

added to the rule base.
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As anexample,suppose the following two rules are stored in the rule base:

condition action effect support probability

0#110#1001 lightrobotgotoobj box2 1#11000001 5 .87

1#111#1001 lightrobot gotoobj box2 1#11100001 4 .95

Since these two rules are orthogonal, they can be generalized to form the candidate rule:

##10##1001 lightrobot gotoobj box2 1#11#00001

and the support of this rule is at least 9. Since the generality of the candidate is 32 (it can

have 32 instantiadons), the support ratio is at least 0.28. If the create threshold is 0.25, for

instance, this rule would be added to the rule base, after the total support in the whole rule

base and the average probability over these supporting rules are calculated.

It might appear that it is difficult to develop general rules, because of the amount of

support required for a candidate general rule to be accepted. However, this amount of

support, in the form of the support thresholds, can be decided by the designer, as he or she

balances the need for highly general rules with the need for eliminating overgeneralized

rules with little justification.

There is a real drawback to this method, however. There is no way to prevent the

creation of general rules which already exist in the rule base; the rule base is searched after

a candidate is generated, to see if the candidate is already present, but by then most of the

work is finished. This results in much unnecessary labor, especially when the rule base is

sufficiently rich---not only are there more pairs of rules to generalize, but it is more

probable that a resulting candidate with sufficient support already exists as a rule in the rule

base.
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3.4.2. Action generalization

Action generalization operates by selecting two compatible source rules from the rule

base which differ only in the actor or an object of the action sentence, and replacing the

differing actors or objects with the class to which both belong. This is the same as another

symbolic induction method called "generalization tree climbing" [20].

Let the source rules be represented by:

S1 = (C S1, A sl, E sl, pSi) _ IlK

$2 = (C s2, A $2, E $2, pS2) _ IlK

The rules $1 and $2 are compatible with respect to action generalization if all of the

following conditions hold:

1. C sl = C s2

2. E S1 = E S2

3. All corresponding components ofA sl and A s2 must be equal, except for a pair

(O sl,O s2) of actors or objects which differ.

4. 0 sl and 0 s2 must belong to the same class, Co.

Note that two compatible rules in this sense are necessarily orthogonal.

If S1 and $2 are compatible and their effect probabilities psi and pS2 are sufficiently

high, then the candidate general rule is formed:

G = (C sl, A G, E sl, pG)

where A G is A sl with O sl replaced by Co. Next, the set of support rules for G is retrieved

from the rule base, and if the support ratio of G is high enough, pG is calculated from the

average of probabilities of the supporting rules, and the new rule G is added to the rule

base, if it is not already present.

Action generalization suffers the same drawback as condition generalization, for they

both operate on the principle of generating candidate rules from pairs of existing rules.
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Action generalization has an additional problem, though, a problem which may be called

class interaction. This concept can be illustrated by showing the class interaction between

the classes lightrobot and box.

The sentence robot1 climbonbox box2 has two objects (actually an actor and an

object) which share some pertinent states, namely robotl_nextto box2. In fact, every

member of the class lightrobot and the class box share a similar state. This causes a state

of the object to appear in the actor field of the condition string, and vice versa. If the actor

is generalized, the sentence becomes lightrobotclimbonbox box2, and the state

robotl_nextto_box2, by virtue of its position in the actor field of the condition, becomes

the state schema lightrobot_nextto_box2. When the rule is instantiated, an actor is

chosen from the class lightrobot, and the mask string of that object is used to decode the

state schema into the state robotl_nextto_box2 or robot2_nextto_box2. Likewise, the

mask strings for the members of the class box are used to form and instantiate the state

schema robot1 nextto_box. However, if both the actor and the object are generalized,

there is no method of using the mask strings to form the state schema

lightrobot_nextto_box, which can later be translated into the appropriate state when the

action is instantiated. Therefore, specific boxes are always referred to in the actor field of

the condiuon for lightrobot climbon box, and specific robots are always referred to in the

object field of the condition. This makes it impossible to create a useful general rule for the

action lightrobot climbon box, unless the values of these states are insignificant and #'s

can be placed in the condition string, which is highly unlikely in most cases. Thus, class

interactions make it difficult if not impossible to form rules with actions containing both

class names. Class interaction causes this problem because the rule representation is not

powerful enough to properly describe state schemata the way the systems of first-order

logic and frames do.
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3.5. Planning

3.4.1. Means-end analysis

The ultimate purpose of developing the rule base is to increase the machine's ability to

plan effectively. Since the performance of PRIME will be evaluated primarily by the plans

it generates, it is necessary to illustrate how a planner can use the rules induced by

exploration and generalization.

Planning is the search for a sequence of specific actions which will transform the

current environmental state into a state which satisfies a user-specified goal. A weak search

method is needed for planning, because we cannot assume any a priori knowledge about

the environment to guide the search. One such method, naturally suggested by the

condition-effect structure of the rules in PRIME, is means-end analysis, which was used in

GPS [8] and STRIPS [10]. Means-end analysis was described in §2.1.1.

Planning by means-end analysis can be transformed into a search through an and-or

tree, and AO* (presented in [26]) could be used to search through the tree and generate a

sequence of actions. Figure 3.3 illustrates a sample and-or tree for means-end analysis.

The nodes of the tree are ordered pairs containing one binary string (from B) and one

trinary string (from T), which represent the environmental state and the goal to be

achieved. The classifier matching procedure is used to decide whether an environmental

state satisfies a goal. The root node contains the current environmental state and the user-

specified goal, while the child nodes are subgoals of the planning process.

The and-links come in pairs, and each pair is associated with a specific action and a

probability from a chosen rule. The action and the two child nodes denote the breakdown

of the parent node into subgoals by applying the action. The f'u'st child node is composed

of the state string from the parent node, and the condition of the rule for the action. The
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second childnode iscomposed of theeffect of theruleforthe action,and thegoalfrom the

parentnode. Since theeffectof the rulemust be a binarystatestringinordertoserveas

the stateforthe second child,all#'s must be evaluated This isaccomplished by furst

solvingthefirstchildnode, so the conditionissatisfiedby a particularstatestring;then,

knowing thevaluesof the#'s inthecondition,the#'s in theeffectcan be evaluated,and

thesecond childnode can be solved.

Each node may be broken down by applying a choiceof rules,leadingtoa number of

or-linkscomposed ofpairsof and-links.ReferringtoFigure 3.3,two rulesare appliedto

the root node (S,G): the rules (C1, A1, El, Pl) and (C2, A2, E2, P2). Two rules ,are also

applied to the node (E1,C4).

A node is solved if it is a leaf node, or if any pair of its children linked by and-links

are solved. A leaf node is a node whose state satisfies its goal; the leaf nodes in Figure 3.3

are marked with implications, such as E1 _ C5. If the root node is solved, the plan can be

extracted by reading the actions from the solution tree from left to right. In Figure 3.3, the

nodes of the solution tree are shaded, and the plan is A3, A1, A6, A8, A4.

There are two elements which guide the search through the tree. First, the rules

selected in order to solve a particular node (Si, Gi) are chosen from the active rule set for

the state Si. This set is further refined by the means-end analysis procedure, which selects

only rules which decrease the distance from the state to the goal; that is, for some applied

rule R = (C, A, E, p), d(E,Gi) < d(Si,Gi), for some distance function d(s,g). For

instance, this distance might be def'med as the minimum number of bits in s which need to

be flipped in order to satisfy g, something akin to a hamming distance.

The second guide to the search is a performance value associated with each node,

which must be maximized in order to f'md an optimal plan. This value is the maximum

probability of achieving the goal from the state, and is defined as the maximum probability
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A5 E5, C 4 A6
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E 6 =:_ C 8 E 8 :=_ C 4

Figure 3.3 And-or tree

over all and-link pairs. The probability associated with each and-link pair is the product of

the probabilities of the two children nodes, times the effect probability of the rule used to

generate the two nodes. The probability for a leaf node is 1. Thus, the performance value

of the root node, once solved, is the probability of success of the optimal plan, assuming
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thattheprobabilityof successof eachactionis independentof everyotheractionin the

plan. In this type of search, a heuristic function may be used, which estimates the

probability of a node which has not been expanded yet.

There are two problems with using means-end analysis in PRIME. The first,

described in §2.1.1, is that means-end analysis does not guarantee that the optimal plan will

be found, even if it could be derived from the existing rule base. This is primarily a

problem with the function d(s,g), which does not accurately determine how close state s is

to goal g in the solution space.

The second problem concerns the default hierarchy in the rule base. Recall that, for

any given environmental state, the most specific active rule for a particular action should be

used, since it may serve as an exception to a more general rule--and even if it is not an

exception, it still contains the most accurate estimate of the probability of effect. Also recall

that if a general rule is applied which has #'s in its condition string, the values of these

states remain unbound until they are decided by the effect of the previous action, i.e., when

the first child node is solved. The default hierarchy problem arises when there is an

exception to this general rule, whose activation is dependent on these unbound states.

There is no way to teU whether the application of a general rule is valid at the time of

application; the validity can only be checked when the unbound states are determined by

previous actions, which are chosen later in the search. Solving this problem requires that

every time an unbound state value is determined during the search, it should be propagated

forward along all possible plans to check the validity of the general rules. This transforms

an already complicated search procedure into an unwieldy one. Consequently, means-end

analysis is not used in PRIME.
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3.4.2. State graph search

It appears that the default hierarchy problem forces the planner to develop plans in the

forward direction, i.e., from first executed action to last executed action, in order. This

guarantees that the precise environmental state is known at each step in the planning

process, so no guesswork is involved in deciding which rule to apply for a given action.

The forward search procedure considered here uses a graph (called a state graph) to

represent relations between states and actions, and the A* algorithm (proposed in [14] and

presented in [26]) is used to conduct the search.

A state graph consists of nodes which represent particular environmental states, and

links which represent specific action sentences. If two nodes are connected by a link, then

there is a rule in the rule base which predicts that the execution of the action under the state

indicated by the source node will result in the new state indicated by the destination node.

Therefore, each node-link-node structure is an instantiation of a rule in the rule base. Each

link also has a weight which is the probability of effect estimated by the rule. The initial

node in the graph denotes the initial environmental state, and a final node is any node

whose state satisfies the user-specified goal. Given these specifications, it is clear that a

search through the rule base for an optimum plan to transform the environment from the

initial state to a goal state corresponds to a search through a weighted state graph for an

optimum path from the initial node to a final node, where optimum means "with maximum

probability."

Figure 3.4 gives an example of a portion of a state graph. Listed are the rules which

are active under the state indicated by the source node. These rules are instanriated and are

used to form links to destination nodes, which denote the next state predicted by the rules.

The probability beside each link is the effect probability of the corresponding rule, while

the probability beside each node is the probability of reaching the goal from that node with
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an optimum plan. The node probability is defined as the minimum, over all links, of the

product of the link probability and the node probability of the destination node of that link.

Thus, the probability of the parent node in Figure 3.4 is (0.9)(0.89) = 0.801. If the node

in question is an unexpanded node (no links formed yet), a heuristic estimate of the

probability of reaching the goal may be used.

Besides the effect probability which weights the link, there is also a constant weight

assigned to each link, which effectively puts a cost on the length of a plan. This link

weight takes the form of a probability, less than 1.0, which is multiplied by the effect

probability of the rule when calculating the node probability. This weight is necessary

because there are typically many rules in the rule base which have certain effects (i.e., their

effect probabilities are 1.0), so there is no limit to the number of applications of these rules

because there is no cost associated with using them. The link weight should be very close

to I because longer plans with higher probability of success should still be preferred to

shorter plans with lower probability of success. On the other hand, the weight should not

be too close to I, because it should help reduce the time of the search by limiting the length

of a plan.
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Figure 3.4 Partial state graph
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Figure 3.5 State graph

Figure 3.5 illustrates a sample state graph. Actually, this diagram represents a

snapshot of a stage in the planning process; the subscripts of the actions indicate a possible

order of generation of the links in the graph. Some of the leaf nodes are unexpanded

nodes, i.e., nodes whose links and destination nodes have not been determined yet. The

remaining leaf nodes are terminal nodes; these include nodes for which no rules are active,

and nodes whose states satisfy the goal (a goal node). The bottommost shaded node is a

goal node, so the path of shaded nodes represents a plan. The plan is compiled by taking

the actions from the links along the plan path from top to bottom; in Figure 3.5, the plan is

A2, A14, A20. Notice that there may be more than one path from one node to another, but

there is usually only one optimum path.
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Althoughthefull A* algorithmwill notbe presented here, a brief description of the

search procedure follows:

1. Start with initial node, whose state is the current environmental state.

2. Expand current node.

3. Calculate probability of current node, given link and child node probabilities.

4. Update probabilities of all parent nodes.

5. If any child node is a goal node, return the path to the goal node as the plan.

6. If open list is empty, return failure.

7. Otherwise, remove maximum probability node from open list, and make it the current

node.

8. Go to step 2.

The expand node subroutine in step 2 does the following:

1. Find active rules for state indicated by current node.

2. Keep only the most specific rules for each action, discarding all others.

3. If there is more than one rule of the minimum generality for any action, keep the one(s)

with the most support, discarding the rest.

4. Eliminate rules which are not high enough in probability for planning.

5. Generate one link and destination node for each rule in the remaining set.

6. Estimate probability of reaching goal for each new node, using heuristic function.

7. Insert each new node into the open list.

Step 2 enforces the default hierarchy, favoring the least general rules available, while step 3

selects from among rules of equal generality the ones which are most supported by

experience. Step 4 ensures that the effects of an action taken from any state are highly

probable. These steps act as a filter which allows the planner to use the most accurate

information available from the rule base.
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The heuristic function in step 6 serves the same purpose as the distance function

d(s,g) in means-end analysis: to estimate the distance between the state and the goal. If the

heuristic function is more optimistic than reality, then A* is admixsibte--it will always find

an optimal plan if one exists. If the heuristic probability is always 1, then A* defaults to a

blind, best-f'n'st search, which is admissible but very time consuming. A more appropriate

heuristic function might be one which returns a decreasing probability with an increase in

the hamming distance between the state of the node and the nearest goal state, reflecting the

idea that more uncertainty is associated with an increase in the number of states to be

changed. However, there is no guarantee that A* with such a heuristic will be admissible

for an arbitrary rule base. ff a better heuristic is needed, it should be tailored to the

particular environment in which PRIME is expcctcd to operate.

State graph search has several advantages over means-end analysis as a planning

procedure. By always dealing with specific state values and avoiding unbound states, the

state graph search method avoids the default hierarchy problem plaguing means-end

analysis. Also, if the average number of active rules for a given condition is no greater

than the average number of rules in the rule base producing a desired effect, then A* is

preferable because the search tree would bc nan'owcr, and because A* is a simpler search

procedure. Finally, because A* is admissible, it does not exhibit the incompleteness that

means-end analysis does. If a particular version of A* does prove to be incomplete, then

most likely the heuristic function in A* has the same difficulty which exists in the

difference function d(s,g) in means-end analysis: it is not accurately measuring the distance

in the solution space.
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3.6. Inclusion in Organization Level

To show that PRIME can operate in Saridis' Organization Level, we need to show

that PRIME minimizes some entropy measure. In the Organization Level, this entropy

represents the uncertainty of the success of any plan. Entropy is related to probability in

the following way: Let E = {8,/} be a set of events, with an associated set of probabilities

@i = P {_i}. Then the entropy of the partition is defined as

H(E) = -_iln(_i)
i

In the case of a plan, let

=

_0 = {plan succeeds}

_i = {plan fails}

= P{_0}

then it follows that

H(E) =-¢In(¢) - (1-¢)1n(1-¢)

Given the fact that the planner will always generate a plan with probability of success

¢ > 0.5, it is clear that maximizing ¢ is equivalent to minimizing the entropy, and the A*

planner presented in the previous section generates plans with maximum probability of

success. In the current implementation, it is assumed that the event probabilities {Pi}

associated with each action in a plan are independent, so

(#=HPi
i

but this is not a requirement, ff some other criteria were used to calculate the probability of

success of a plan, then the method for calculating node probabilities in A* would be

modified accordingly.
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Of course,in planning it is actually the conditional probability of success of a plan

which is maximized, conditioned on the current knowledge in the rule base. The role of the

learning components of PRIME (specific and general rule induction) is to increase the

accuracy and completeness of the rule base, thereby attempting to minimizing the

unconditional entropy of any plan generated with these rules.

One issue remains, however. The action sentences and sequences of actions (plans)

issued by PRIME arc certainly suitable for input by the Coordination Level, but the

Coordination Level may also feed back entropy values for each action, representing the

complexity of performing that action. It would be useful to take these complexity measures

into account when figuring the cost of a plan. One way to do this is to store the entropy

feedback for an action in the rule which was used to generate that action. Then this

complexity measure could be combined with the probability of effect when a node or link

cost is evaluated. Of course, another heuristic function would be needed to estimate the

complexity, but this could be assumed 0. If necessary, different methods for incorporating

the feedback from the Coordination Level may be investigated in future research.
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This chapter describes the implementation of the various components of PRIME,

whose general design was presented in §3. PRIME is written in C, so any references to

specific data structures are expressed in C terminology.

4.1. Rule storage and recovery

Because the rule base in PRIME typically contains thousands of rules, these rules

should be stored as efficiently as possible. In addition, the active set of rules for a given

environmental state should be recalled quickly, since this is the primary operation with the

rule base, especially in planning. This section details the implementation factors which lead

to the achievement of these goals.

It was mentioned in §3.2.1 that the environmental state is represented as a binary

string. This is actually stored in compressed form, taking one bit per character in the

string. These bits can be accessed by name using a structure with one-bit fields, or they

can be accessed as elements of an array using a bitstring structure, which contains a pointer

to the binary state string and two indices used to quickly isolate a specific bit. The variable-

length trinary string, which is used to store the condition and effect strings of a rule, is also

stored in a compact form, with two bits per trinary digit (trit). Like the binary string, the

elements of a trinary string can be accessed by using a tritstring structure, which contains

two indices and a pointer to the compact trinary string. C facilitates the efficient storage

and retrieval of individual bits and trits necessary for creating and activating rules, and this

allows the conditions and effects of rules, the mask strings of objects, and the

environmental state string to consume the minimum amount of memory possible.

72
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Therule structure,in additionto thetwo compacttrinarystringsfor conditionand

effect,alsocontainastructureof integersfor theactionsentence,apointerto astatistics

structure,apointer to ageneralactionsentence(if any),anda flagwhich indicateswhether

theruleis generalor specific.A newrule structureis dynamicallyallocatedwhenevera

newrule is addedto therule base,andpointersareusedto accesstherules. Thestatistics

structuresfor generalrulesandspecificrulesdiffer in sizeandcontents,soto minimizethe

storagerequirements,thesearedynamicallyallocatedaswell. As will beexplainedlater,

all instantiationsof ageneralactionrule arestoredseparately(for efficientactivation),but

all of theseinstantiationscanpointto thesamegeneralstatisticssmacture,soduplicationof

informationis minimized.Theinstantiationsof a generalactionrulecontainthespecific

actionsin theactionstructureof therules,butall of theseinstantiationshavepointersto the

samegeneralactionstructure,which isalsodynamicallyallocated;thisalsominimizes

duplication. All of this is meant to demonstrate that the rules are stored as efficiendy as

possible, given the method by which the rules are activated.

Since rules are dynamically allocated, pointers are needed to recover them. These

pointers are usually stored in linked lists called rule lists, which are also dynamically

allocated. A global array of rule lists, indexed by the elements of the action sentence,

provides a simple way of recovering all rules which have the same action. This array is

useful for action generaJization, but not for finding an active set of rules--for this, a

modified trie structure is used, which keeps the search time linear in the length of the

condition string.

A radix search trie [34] (or simply trie) is a type of tree structure in which the objects

are pointed to by the nodes, instead of stored within the nodes. The objects are recalled by

using a key which is composed of a string of digits. Each node in a radix search trie

represents a decision about the value of a particular digit in the key. These digits may be
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binary or some other base (or radix)---Figure 4.1 gives a sample binary trie. To recall an

object with a given key, start at the root of the trie, and take the branch indicated by the

value of the Fast digit in the key; then take the branch indicated by the next digit. Continue

branching until a branch dead-ends or an object is reached. If a dead-end is reached, the

search has failed. If an object is reached, this is the only object which could match the key.

A full comparison of the given key with the key of the object determines whether the search

is successful. For example, in the trie illustrated in Figure 4.1, the object R can only be

recalled with a key starting with 0100, while the object B can only be recalled with a key

starting with 001. However, since the full key may not have been checked in this

branching procedure, a full key comparison is necessary to verify whether the object

reached is indeed the desired object, or whether there is no object with the given key.

Thus, the search involves one key comparison and about log2N digit comparisons, for N

objects with random keys.

A binary trie can be used to search for active rules, if the key is the binary state string

and the objects are rule lists which indicate which rules are active under a certain
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environmentalstate.Sinceageneralruleis activeundermorethanonestateCoy

definition),it will beincludedin morethanonerule list. In the case of general condition

rules with specific actions, all of these lists will point to the same rule; no duplication of the

rule is required. In the case of general action rules, though, it is necessary to specify which

specific action is matched by the state string. For instance, if a general rule contains the

general action robot1 climbonbox box, the environmental state may satisfy the

conditions of the rule assuming the object is box1, but not if the object is box2.

Therefore, separate rule structures must be stored for each instantiation of the action

sentence, and although these structures will contain different specific actions, they will all

point to the same general action and the same statistics structure. This separation of general

action rules requires more storage, but it permits the automatic instantiadon of the general

action with the specific actors and objects whose conditions are matched.

Although the search time using a trie is small, it can be reduced even further by letting

the branching complete the key comparison, obviating the full key comparison normally

required at the end of the search. This can be accompLished by two different modifications

of the normal trie. In the full-depth trie, an object is reached only after I branches, where l

is the length of the key. Thus, the depth of the trie is constant, rather than varying with the

particular keys used to store the objects. Examples of full-depth tries appear in Figures B.1

and B.2. Search using a full-depth trie proceeds in the same way as a normal trie, except

that no final key comparison is necessary because, if the search should fail, it will fall by

reaching a dead-end branch.
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Figure 4.2 Compact trie
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The second type of modified tile is the compact trie. An example of a compact trie is

given in Figure 4.2. This trie is used to recall two objects, A and B, where

key ofA = 111010##0

key of B -- #0#101110

These keys may represent the condition strings of two rules, for instance. The compact trie

is specially designed to handle keys with don't care symbols (#'s). Below each node is a

number (a shift count), and beside each node may appear a trinary string (a test string). If a

node is shaded, it is a terminal node. Searching using a compact trie proceeds as follows:

1. Start with a binary search key, such as a state suing.

2. Make the current node the root node.

3. If there is a test string for the current node, test for a match between the test string and

the leftmost portion of the search key (# matches 0 or 1). If there is a mismatch, the

search failed; otherwise, discard the portion of the key which was tested, and proceed.

4. Shift the search key to the left by the number of bits indicated by the shift count of the

current node, and test the last bit shifted out. If the last bit was a 0, select the left

branch; otherwise, select the right branch.
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5. If theselectedbranchpointsto nothing,thesearchfailed.

6. If thecurrentnodeis aterminalnode,returntheobject(or list of objects)pointedto by

theselectedbranch. Otherwise,makethenodepointedto bytheselectedbranchthe

currentnode,andgo to step3.

Thecompacttrie is designedsuchthat,whenanobjectis reached,all of thebitsof the

searchkey havebeenshiftedout,soall bitswhichneedto betestedhavebeentested,and

noextrakey comparisonis necessary.

A # in thekeyof anobjectmaymanifestitself in threeways:asa# in ateststring,as

ashift countgreaterthanone,andasduplicateappearancesof theobject(actuallyduplicate

pointersto theobject). All threepossibilitiesareillustratedin Figure4.2. Theduplicate

appearanceof B, for instance,occursbecauseif thef'n-stbit in thestatestringis a 1,either

A or B couldbeselected,but if it is a 0, only B couldbeselected.However,if thef'n-stbit

is a 1,thevalueof thesecondbit isenoughto decidewhichobjectis thedesiredone,

providedtherestof thebitsmatch.

Thesearchprocedurefor acompacttriemightappearmorecomplicatedthanthatof

thefull-depthtrie, but theelementaryoperations---bitshiftandtest--areidentical.Thetest

stringof anodeis actuallystoredasa list of signed shift counts: the search key is shifted

left by the absolute value of the shift count, and if the shift count is positive, the last bit

shifted out should be a 1; otherwise, it should be a 0. Using this notation, the test string

01##1#0

is stored as the list

-1, 1, 3, -2

This list, along with the shift count of the node itself, is used to implement the #'s in the

keys of the objects; they skip over the corresponding bits in the search key, without testing

them.
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The representation scheme discussed above implies that the test suing

#0####1 .............. takes the same space to store as the test string 1001. Since a

constant-sized array is necessary to store the test suing with each node, a ceiling must be

placed on the number of non-# characters in the test string. It is desirable to keep this

number small, to reduce the storage requirement of the the, but if this value is chosen too

small, some nodes must be split, resulting in more memory consumption. For example,

Figure 4.3 iUustrates the new compact trie after the maximum of four test bits per node is

imposed. Since the test string of a node represents the common substring among the keys

of all the objects which can be found under that node, this maximum should be chosen to

reflect the average size of this commonality, which is probably quite small for a large rule

base.

0#I0

1010

Figure 4.3 Compact trie with max testbits = 4
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101 10111

0101#I #10111 I010

Figure 4.4 Compact trie with object C added

Figure 4.4 shows the compact trie when the object C is added, where

key of C = 0#0101#1#

The final # in the key forces C to appear in both branches of each terminal node which

leads to it. Note that there is one state string (000101110) which matches the keys of both

B and C; thus, B and C appear together at the place in the trie where this state string would

lead.

One might object to the frequent duplication of pointers to objects in the trie in Figure

4.4, but this redundancy is no less extensive in the normal trie or the full-depth trie. This is

because the compact trie offers two additional methods of accounting for #'s, test strings

and shift counts, which are not available in the other two trie structures. As an example,

the full-depth trie would require a "box" for each binary search key which would match the
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key of an object--thus,4 boxes for A, 4 boxes forB, and 8 boxes for C. Meanwhile, as

Figure 4.4 demonstrates,only 1 box isrequiredforA, 3 boxes forB, and 6 boxes for C.

Iftheobjectsrepresenttalcsand the boxes arerolelists,thenthe compact triestores

ruleswith equalor fewer ruleliststhanthefull-depthtric.Even assuming thatthenumber

ofboxes arcequal,the compact trieisstillmore memory efficientthan thefull-depthtric,

even though the sizesof the nodes themselves arelargerforthe compact tric.The node of

thefuU-dcpth trieconsistsonlyof two pointers,which take 8 bytes total.The node of the

compact trieconsistsof two pointers,6 charsforthe sixtestbitsof the teststring,a char

forthe shiftcount,and a charfortheterminalflag,totalling16 bytes.Changing the

terminology slightly,letthe objectsbc theboxes,orrulelists,and letthe number of objects

be N = 10,000 and the lengthof the key bc m = 30, corresponding to arulebase of about

2,000 rulesand a statestringof 30 states.Using thesefiguresand equations(B.I)and

03.2)developed inAppendix B, the estimatesof the number of nodes inthefuU-dcpth trie

are:

full-depth,best-case: 16.4K nodes

full-depth,worst-case:170K nodes

By Appendix C, on the otherhand,thecstirnatcsof thenumber of nodes in thecompact tric

are:

compact, best-case:

compact, worst-case:

10K nodes

20K nodes

This leads to the following estimates of storage requirements:

compact, best-case:

full-depth, best-case:

compact, worst-case:

160K bytes

131K bytes

320K bytes

full-depth, worst-case: 1360K bytes
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These figures clearly indicatethatthecompact trieisindeedmore compact. In addition,

thereisvirtuallyno performance costinusing thecompact trie,sincetheoperationsused to

traversethecompact trieare thesame as thoseused totravcrsethefull-depthtrie.

Untilnow, iswas assumed thatalltherulesinthe rulebase would be accessed by

one trie.The setof activerulesfora given environmentalstatewould be recalledby

traversing the trie using the full binary state string and returning the rule list encountered at

the end of the search, if any. This implies that the key of each rule is the same length as the

state string, and would be formed from the condition of the rule by "expanding" the

condition of the rule to form a trinary state string, by reversing the process of condition

compilation using the actor and object masks, and placing #'s in the unspecified positions.

This can certainly be done, but it turns out that it is more memory efficient if a separate trie

is maintained for each specific action, and all rules within a given trie contain the same

action sentence. By using this method, the key of each rule can simply be its condition

string; this can shorten the depth of the tries considerably. To search such a trie, the state

string must first be compiled into a key the size of the condition string for the particular

action. Of course, instead of searching one trie, we must now search one trie for every

possible action sentence and take the union of the results. However, the number of

syntactically correct action sentences is small relative to the number of possible action

sentences, and the search in each nonempty trie is likely to be much shorter than the search

through a common trie. Therefore, the memory savings costs very little in total search

time, and in fact, insertion of new rules is much quicker. PRIME currently implements this

multiple compact trie arrangement for searching for active rules.
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4.2. Probability estimation

To choose the parameters of the short-term and long-term probability estimators, the

procedures developed in §3.3.2.2 and §3.3.2.3 are followed. The duration of the sample-

mean estimator is selected as T = 20; later we will see how shortening the duration to

T = 10 affects the performance. The short-term estimation error is desired to be within

e = 0.2 with a minimum probability of p = 0.8. These figures allow the construction of

Table 4.1 which indicates values of the lower and upper bounds of q, and the maximum

error in the estimate _.

Table 4.1

0.1

0.3

0.5

Errors in sam

Bt )

0.024

0.131

0.276

31e-mean for T=20, p=0.8

Bu )

0.336

0.549

0.724

max error

0.236

0.249

0.224

Table 4.1 shows that 5max -_ 0.25. This implies that the long-term estimate p should be

reset when Ip -_t > 0.25.

The constant 5rain is selected to reflect the desired error in the long-term estimation; in

this implementation, 5rain = 0.05. By equation (3.4), o_nin = _-m(5 "rain) = 0.015. Figure

4.5 shows graphically that o_= 0.015 minimizes the overall mean square error ofp with

5 = 0.05, considering all values of q. Also using equation (3.4), _-max9 = O_m(Smax) = 0.1,

which is verified by Figure 4.6.
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0
0.04

Figure 4.5 Mean square error, 5 = 0.05

0

\

Figure 4.6 Mean square error, 8 = 0.25

q
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For the remaining parameters, some experimentation shows that the following

choices yield satisfactory results:

(tmaxl = 0.3, N1 = 30, N2 = 20

This leads to the decay rates of

71 = 0.9050, 3'2 = 0.9095

The graphs in Figures 4.7-4.10 illustrate the trajectories of three long-term effect

probability estimates for the same action (which must sum to 1.0), while trying to track

ramp changes and step changes in the physical probabilities. The large jumps in the

estimates indicate when the estimates are reset, due to a difference between the long-term

and short-term estimates which is greater than 8rnax. The _ constants can, of course, be

changed if a different balance is desired between tracking ability and noise level of the

estimates.

Figure 4.10 shows a delay of about 30 steps between the step changes in q and the

resetting ofp. (The fact that the delay is longer than T is caused by the timing of the

change.) If this delay is considered too long, T could be decreased to 10. Letting

p = 0.75, Table 4.2 gives the maximum errors in the short-term estimate.

Table 4.2

0.05

0.1

0.3

0.5

Errors in sample-mean for T=10, 13=0.75

0.005

0.017

0.106

0.233

Bu(_) max error

0.352 0.302

0.411 0.311

0.609 0.309

0.767 0.267
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Table4.2 indicatesthat _x _"0.3; all other constants remain the same. The results

of changing T and _hnax are shown in Figures 4.11 and 4.12, which use the same random

data as Figures 4.9 and 4.10. The tracking of ramps does not improve, but the response to

the step function is much quicker.

The cost of decreasing T is either an increase in 5max or a decrease in p. In this

example, _max = 0.3 corresponds to 0.7 < p < 0.75. Thus, the criterion for resetting is

greater than the original value, and the certainty that resetting is necessary is smaller. The

decreased certainty, in particular, leads to an increase in the frequency of unnecessary

resets in the estimates, or "false alarms." The effect of false alarms when T = 10 and 5max

= 0.3 can be seen in Figures 4.13 and 4.14, where most of the large jumps in the

probability estimates appear unwarranted. This increase in false alarms justifies the

decision to retain the original values of T = 20 and _max = 0.25.
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Generalization

Generalization was described in §3.4 as a background process, but at this point it is

implemented as a procedure which is called every time a rule is updated. Because

generalization is executed serially with the other functions of PRIME, its run time must be

kept short. Therefore, only a small set of rules are generalized at a time: the set of rules

which were active under the previous environmental state, and which are concerned with

the action which was just executed. This tends to generalize to a greater degree the rules

which are more frequently active. In one generalization cycle, candidate general rules are

created by applying the generalization algorithms of §3.4.1 and §3.4.2 to each pair of rules

in the selected set, and only those candidates with a high enough support ratio are added to

the rule base. With this limitation on the rules to be generalized, the generalization

procedure accounts for a relatively small portion of the CPU time used in the exploration

cycle, but this portion grows as the number of active rules grows.

There are two constants which apply to the insertion and deletion of general rules

from the rule base: the creation support threshold and the deletion support threshold. These

are support ratio thresholds which determine how much support is required to create a

general rule, and how much support is required to keep a general rule from being deleted.

In the current implementation, these thresholds are 0.25 and 0.125, respectively.

Another threshold constant was added, agen, which limits the proportion of general

rules to specific rules. An active rule with the specified action is not considered for

generalization unless its learning rate 0_is below OCgen.The effect is that the machine must

have some experience with a specific rule before trying to generalize it. This reduces the

proliferation of dubious general rules based on infrequent occurrences, and it allows this

space to be used by more specific rules. Of course, if Ctgen is too low, then the population

of general rules will be so low that they will not fdl the gaps of knowledge which are not



coveredby the experience of the machine. In the present implementation, o_gen - 0.25,

effectively requiring three exposures to the specific rule before generalizing, given that the

initial decay rate is T1 = 0.9050.
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4.4. Planning

The state graph search described in §3.5.2 is the planning method used in PRIME.

The two main data structures used in planning are the node and link types for the planning

tree. The node type contains the (compressed) state string for the node, the probability of

that state occurring, the probability of reaching a goal from the start state using the path

passing through this node, a pointer to the previous link which leads into this node, and a

number of pointers to next links which lead to lower levels in the tree. The maximum

number of next links is predef'med; this value controls the width of the planning tree. The

link type contains a pointer to the source node, a pointer to the destination node, and a

pointer to the rule used to predict the effect of the action which this link represents.

There are a few other data types used during a planning session. In accordance with

the standard A* algorithm, lists of open nodes and closed nodes are maintained---open

nodes are new nodes which have not been expanded yet, and closed nodes are the

expanded nodes. However, these node lists are actually stored as tries, for quick access by

state string value; when a new node is created, all open and closed nodes must be searched,

to determine if the new state has been generated before. Nevertheless, the open nodes are

also stored in a linked list which is ordered by increasing cost, allowing quick access to the

cheapest open node (or the one with the highest probability of reaching the goal) for

expansion. In addition to these structures, the planner maintains a list of terminal nodes---

nodes which have no branches emanating from them. If planning fails, these terminal
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nodes can be searched to find the partial plan, ending with one of these nodes, which

appears most likely to lead toward the goal. Needless to say, all of these data types are

dynamically allocated, and freed when planning is complete.

The open and closed node tries are full-depth tries, because the keys used to store the

nodes are binary--they do not contain any #'s. The radix of the trie is determined by its

memory efficiency. A worst-case trie structure is assumed, because the best-case structure

occurs only when the last bits in the state string are the ones which differentiate the states of

the planning nodes; it is much more likely that the states of the planning nodes can differ in

any random state in the string, resulting in a full, open tree such as the one in Figure B. 1.

Using equation 03.1) and the fact that each trie node requires 4p bytes, the estimates of the

storage requirements for various values of n and p are listed below:

n = 1, p = 2: 6,262 bytes

n = 4, p = 16: 13,966 bytes

n = 8,p = 256:127,089 bytes

From these figures it is evident that the binary full-depth trie is the best choice, despite the

speed gained by testing larger chunks of the state string.

There are four factors which can potentially limit the search in planning. The fin'st is

the aforementioned limit of the number links originating from an expanded node; this is

currently set at 15, and this value has proven high enough to have no effect on planning

with the rule bases used in simulation so far. The choice of this limit should depend on the

maximum number of actions which can be executed in any state, since links represent

specific actions.

The second factor is the minimum probability of a plan leading to the goal; this

constant is used to discard a node which appears to be too far from the goal, or which is
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part of a path which is so long that the probability of success is significantly diminished.

This probability is calculated by

p(so,g) = p(so,si)'h(si,g)

where p(sl,s2) is the probability of reaching the state s2 from the state sl (given by the

product of the link probabilities along the path from sl to sz); h(s,g) is the heuristic estimate

of the probability of reaching the goal g from the state s; so is the initial state; si is the state

of the current node (i); and g is the desired goal. If the value ofp(so,g) calculated using

node i is smaller than the threshold Pmin, then node i is discarded. This threshold prevents

the planner from exploring plans which do not appear to be lucrative, and it also allows the

planner to eventually decide it has failed, instead of continuing a search perhaps

indefinitely. The value of this threshold is set at 0.75 in the current implementation of

PRIME.

The third factor is the heuristic probability estimation function h(s,g). The use of this

function allows the planner to prioritize the possible search directions at every stage in the

planning process. If h(s,g) is more optimistic than reality, then the search is admissible,

and the planner will always find the optimal plan if one exists. The heuristic function

currently used in PRIME is

h(s,g) = N- d(s,R)
N

where d(s,g) is the hamming distance between the state s and the nearest state which

satisfies the goal g. This function decays linearly with the distance between the state and

the goal, which effectively penalizes states which are far from the goal while still remaining

rather optimistic about reaching it. There is no reason to believe that this heuristic is more

optimistic than reality for an arbitrary environment, so there is no guarantee that it results in

an admissible search procedure, but it has proven satisfactory in simulation. A more
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accurateheuristicfunctionwouldhaveto betailoredtotheparticularenvironmentin which

PRIME wouldoperate.

Thefourth factoris the link weight,wt, which effectively puts a cost on the length of

a plan. Recall that this weight is should be a value less than but very close to 1.0; the

chosen value is 0.98.

Once a plan is generated, each action in the plan is executed, the effects of these

actions are observed, and the rule base is updated accordingly. It may be the case that

some of the actions in the plan may sometimes lead to no change in state at all; that is, there

may be a small probability that an action in the plan is ineffective. If this occurs, the action

is retried until either the action does produce some change in the environment, or the retry

count passes a predef'med threshold, such as 10 tries. The plan has failed if an action is

ineffective after these retries, or if the whole plan is executed but the goal is still not

satisfied. One could elect to replan from this point, or explore for a while to develop

further knowledge, but no such recovery mechanism is currently implemented in PRIME.

4.5. Environment simulator

The environment model chosen to test the operation of PRIME is based on a subset of

NASA's Flight Telerobotic Servicer Task Analysis Methodology [25], which provides a

language and methodology for specifying telerobotic operations, especially in the assembly

and maintenance of Space Station Freedom. PRIME is used to issue commands at the

Telerobot Task Level; tasks in this level axe performed by a single work system (or actor)

on a single object. The definitions of the acronyms used in this section are given in

Appendix D.

The sets of actors, verbs and objects are:



A = {SSRMS, RSM, FTS1, FTS2, MT1, MT2}

V = {transport, position, remove, replace}

U = {FTS1, FTS2, lEA1, lEA2, ORU1, ORU2, ORU3, ORU4,

MSC1, MSC2}

The actor classes are:

CA = {positioner, FTS, MT}

positioner = {SSRMS, RSM}

FTS = {FTS1, FTS2}

MT= {MT1, aT2}

The object classes are:

Cu = {FTS, ORU, MSC, lEA, null}

FTS = {FTS1, FTS2}

ORU = {ORU 1, ORU2, ORU3, ORU4}

MSC = {MSC1, MSC2}

lEA = {lEA1, lEA2}

null = E_

There axe 44 states in the state set, as follows:

Z = {MSGl_near_lEA1, MSGl_near_lEA2,

MSC2_near_lEA1, MSC2_near_lEA2,

FTS1 at lEA1, FTS1 at lEA2,

FTS1 at MSC1, FTS1 at MSC2,

FTS2 at lEA1, FTS2 at lEA2,

FTS2 at MSC1, FTS2 at MSC2,

FTSl_attached to MSC1, FTSl_attached to MSC2,

FTSl_attached to SSRMS, FTSl_attached to RSM,

95



96

FTS2_attached_to_M SC1, FTS2_attach ed_to_MSC2,

FTS2._attached_to_SSRMS, FTS2_attached_to_RS M,

ORUl_attached_to_lEA1, ORUl_attached to lEA2,

ORUl_a_ached

ORUl_a_ached_ _

ORU2_a_ached

to FTS1, ORUl_attached_to_FTS2,

to MSC1, ORUl_attached to MSC2,

to lEA1, ORU2_attached to lEA2,

ORU2_attached_to_FTS1, ORU2_attached_to_FTS2,

ORU2 attached to

ORU3_attached to

ORU3 attached to

ORU3 attached to

ORU4_attached to

ORU4_attached to

ORU4_attached to

MSC1, ORU2_attached to MSC2,

_ _lEA1, ORU3_attached to lEA2,

FTS1, ORU3_attached to FTS2,

MSC1, ORU3_attached to MSC2,

_ _lEA1, ORU4_attached to lEA2,

FTS1, ORU4_attached to FTS2,

MSC1, ORU4_attached to MSC2}

The two IEAs (actually IEA pallets) serve as two general locations. One ORU can be

attached to each IEA. An MSC can be near either one of the two IEAs. Each MSC holds

one positioner: MSC1 holds the SSRMS, while MSC2 holds the RMS. Stowed on (or

attached to) each MSC can be any number of ORUs and FTSs. Each FTS can be stowed

on either MSC, or it can be attached to either positioner. The positioners act as positioning

devices, placing the FTS it is holding at either MSC or either IEA. The FTSs are

manipulating devices, which can remove or install an ORU. The MTs are transporting

devices, which move MSCs near either IEA. MT1 transports only MSC1, and MT2

transports only MSC2; therefore, the MT/MSC pairs act as inseparable units--they are

given separate symbols only for the sake of syntax.
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To further describe the operation of the FTS environment, the interpretations of the

verbs are given below. The use of these verbs differs slightly from their use in the Task

Analysis Methodology document, but the spirit is the same.

transport: An MT transports an MSC to either of the two I_As, if the positioner

belonging to the MSC is not occupied (has not FTS attached to it).

position: A positioner can position an FTS at an IEA or an MSC, provided the MSC

which holds the positioner is near the desired location. So, for instance,

SSRMS can position FTS2 at IEAI if MSC1 is near IEAI and FTS2 is

attached to SSRMS.

remove: A positioner can remove an FTS, if the FTS is stowed on an MSC, and the

MSC which holds the positioner is near the MSC which holds the FTS. The

result is that the FTS is attached to the positioner. Also, an FTS can remove an

ORU, provided it is placed at the ORU's location and the ORU is not attached

to another FTS. The result is that the ORU is attached to the FTS.

replace: A positioner can replace an FTS onto the MSC where the FTS is positioned.

The FTS must, of course, be attached to the positioner, and it must be at one of

the two MSCs. The result is that the FTS is attached to (or stowed on) the

MSC where it is located. In addition, an FTS can replace an ORU onto either

IF.A or either MSC. The FTS must be holding the ORU, and if the FTS is at

an IEA, that IEA must not have an ORU already attached to it. The result is

that the ORU is attached to the _ or MSC where the FTS is located.

The action sentence consists of an actor, a verb, a direct object and an indirect object;

depending on the verb, the indirect object may be null Following is a context-fi'ee

grammar which generates all syntactically correct specific action sentences. The

nonterminals are in italics, and the start symbol is S. If the indirect object is not specified,
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it is null. Note that all of the nonterminals (except S) correspond to class names, which

expand to one of their members.

S _ MT1 transport MSC1 lEA I MT2 transport MSC2 lEA I

P position FTS MSC I P remove FTS I FTS remove ORU I

P replace FTS [ FTS replace ORU

lEA -_ lEA1 I lEA2

FTS _ FTS1 I FTS2

P---> SSRMS I RSM

MSC-, MSC1 I MSC2

ORU_ ORU1 I ORU2 I ORU3 I ORU4

This grammar is used in exploration to generate random actions. Not all of these

actions are applicable for a given environmental state, but part of the function of the rule

base is to determine when an action is effective, i.e., when a particular action can be

executed and produces some change in state.

It is rather obvious by their names which states in Z are pertinent to which actors and

objects, i.e., which states are included in the mask for each actor and object. However,

there is an exception: the states MSCI_near_IEA1 and MSCl_near lEA2 are pertinent

to both MSC1 and SSRMS, because when the SSRMS is positioning an FTS, it is

necessary to know what is nearby. The states SSRMS near lEA1 and

SSRMS near__lEA2 could be added, but since the SSRMS is always located on MSC1,

such states would be redundant. The same holds for the states MSC2 near lEA1 and

MSC2_near_IEA2.

Another exception is that the states FTSl_attached to SSRMS and

FTS2_attached to SSRMS are pertinent not only to SSRMS, and to FTS1 and

FTS2 (respectively), but also to MSC1. Although, strictly speaking, these states are not
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states of MSC1, they are included because, ffthey were not, the rules for transporting the

MSCs would all have low probability. Recall that, for an MT to transport an MSC, the

positioner belonging to the MSC must not be carrying an FTS. Therefore, if these states

are not included in the mask for the MSC, the rules for transporting could not distinguish

between situations where the transport is effective or ineffective, so the probability of

success would be fairly low and the rule would never be used in planning. The states

FTSl_attached to RSM and FTS2_attached to RSM are considered pertinent to

MSC2 for the same reason.

Some probabilistic elements are added to the environment, to test the ability of

PRIME to trade off actions with differing probabilities of success. In the case of a

positioner positioning an FTS, there are two effects which may occur: either the positioner

succeeds in positioning the FTS at the desired location, or it fails and the environmental

state does not change. Table 4.3 gives the probabilities of success of a positioning action,

depending on the actor (the positioner) and the indirect object (the location). In addition to

these probabilities, there is also a probability of 0.1 that FT91 does not remove or replace

an ORU at lEA2.

Table 4.3 Probability of success of positioning

lEA1 lEA2 MSC1 MSC2

SSRMS 0.9 0.8 1.0 0.9

RSM 0.8 0.9 0.9 1.0



5. Experimental Results

PRIME was tested using the simulated environment described in §4.5. In this

section, the results of some planning experiments are presented, as well as some data on

execution time and memory consumption.

The rule base was initially developed with 10,000 random exploration cycles, where

each cycle consisted of randomly generating a valid environmental state, choosing an action

at random, executing the action, updating the rule base using the new environmental state,

and generalizing the active and correct rules from this cycle. Following these 10,000

iterations, 2000 extra cycles were executed, identical to the previous cycles except that the

action was taken from one of the active rules for the given environmental state. The

purpose of these cycles was to refine the rules in the rule base, allowing their probabilities

to converge somewhat, rather than to generate new rules.

# iter

1000

2000

3000

10000

12000

min:sec

0:45

1:44

5:51

115:39

190:00

Table 5.1 Training statistics

sec/iter # rules

0.045 731

0.052 1403

0.117 2188

0.695 7262

0.950 8879

# bytes

87972

180236

304212

1223456

1577400

b_rtes/rule

120.3

128.5

139.0

168.5

177.7

# nodes

2054

3510

5517

18114

21192

nodes/rule

2.8

2.5

2.5

2.5

2.4

Table 5.1 gives the execution times (in CPU minutes and seconds on a SPARCstation

1) and rule base storage requirements at various stages in the training process. The

execution time per iteration increases steadily with the number of iterations, because there

are more rules to generalize in each cycle. The number of bytes per rule required to store

100
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tim rulebase grows slowly with the number of rules,because the increasingnumber of

generalrules(which requiremultipleentriesintheruletrio---see§4.1)requiremore

storage.The number of trienodes used tostoretherulesisbetterthanlinearinthenumber

of rules.

The basictheme of alltheplanning testsinthissectionisexchanging a failedORU

attachedtoone of the IEAs with a replacement ORU found on one of theMSCs. This isa

typicaltaskinmaintainingthe Space StationFreedom, as illustratedin [25].A standard

startingstatewas chosen, which can be describedas follows:

MSC1 near lEA1

MSC2 near lEA1

FTS1 at MSC1

FTS2 at MSC2

FTS1 attached to MSC1

FTS2 attached to MSC2

ORU1 attached to lEA1

ORU2 attached to lEA2

ORU3 attached to MSC1

ORU4 attached to MSC2

The ultimate goal is to replace ORU1 with ORU3, but, to avoid being too ambitious, a

subgoal was first given to the planner:

ORU1 attached to MSC1

This serves to get the failed ORU out of the way, before the replacement ORU is attached.

The plan generated was:

SSRMS remove FTS1

SSRMS position FTSl lEA1
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FTS1 remove ORU1

SSRMS position FTS1 MSC1

FTS1 replace ORU1

The plan was executed successfully, although a trace indicated that the second action was

retried once, because the action was ineffective the first time. This was true of many of the

actions whose effects were stochastic (as defined in Table 4.3); the retry loop in action

execution proved to be very useful.

As encouraging as this was, the planner failed to achieve the next goal:

ORU3 attached to lEA1

Not even a partial plan was generated. To investigate where the deficiency lay, the goal

was broken into several, more easily achieved subgoals, and each was tried in succession.

The f'u'st goal was

ORU3 attached to FTS1

and the planner responded with

FTS1 remove ORU3

Then the goal was changed to

FTS1 at lEA1

and the planner responded instantly with

SSRMS position FTS1 lEA1

Finally, the planner was given the ultirnate goal

ORU3 attached to FTS1

and it generated the partial plan

SSRMS position FTS1 MSC1

RSM remove FTS2
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which, of course, failed. The conclusion is that there was no rule for attaching ORU3 onto

lEA1 with FTS1 in that particular situation, and the planner could not f'md a nearby state

which did provide a rule.

In order to try to learn a rule for this replacement, exploration was used. The

machine explored its environment in closed-loop fashion, repeatedly executing actions and

observing their effects, with no randomization of the state as was the case in training. A

stopping condition was set so that exploration would cease when ORU3 was attached to

lEA1. The machine executed 466 actions before stopping, and the environmental state was

described by:

MSC1 near lEA1

MSC2 near lEA1

FTS1 at MSC1

FTS2 at lEA1

FTS1 attached to MSC1

FTS2 attached to SSRMS

ORU1 attached to MSC2

ORU2 attached to lEA2

ORU3 attached to lEA1

ORU4 attached to MSC2

The state was then reset to the state just before the failed plan, and planning was tried

again, just to see if the exploration had any effect. It did notmthe same faulty partial plan

was generated. This may be because the state in which the replacement of ORU3 occurred

during exploration was too far from the state in which the planning was attempted, so it

could not use the new rule that was learned. This seems to indicate the need for goal-
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directed exploration, in which reasonable actions arc chosen based on the goal to be

achieved, to keep the machine from wandering too far from the initial state.

Just to provide some indication of planning time, the state was reset to the standard

starting state and the following goals were set:

FTS1 at lEA1

ORU1 not attached to lEA1

ORU3 attached to FTS1

The correct 7-step plan

SSRMS remove FTS1

SSRMS position FTS1 lEA1

FTS1 remove ORU1

SSRMS position FTS1 MSC1

FTS1 replace ORU1

FTS1 remove ORU3

SSRMS position FTS1 lEA1

was generated and executed in 1:16 (minutes:seconds) CPU time. The state was then reset

to the standard starting state, and the goals were changed to:

FTS2 at lEA1

ORU1 not attached to lEA1

ORU3 attached to FTS2

attempting to force the planner to use FTS2 instead of FTS1. The following plan was

generated and executed in 1:28 CPU time:

SSRMS remove FTS1

FTS1 remove ORU3

SSRMS position FTS1 MSC2
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FTS1 replace ORU3

RSM remove P-I'S2

FTS2 remove ORU3

RSM position FTS2 lEA1

SSRMS position FTS1 lEA1

FTS1 remove ORU1

This plan may seem nonoptimal, but examination of the rule base showed that not all the

rules necessary to generate the optimal plan were present. This incompleteness forces the

planner to generate circuitous plans, in order to use the knowledge that does exist in the

rule base. The above plan is indeed the optimal plan, based on the current knowledge of

the machine.

From the resulting state after the above plan was executed, the goal

ORU3 attached to lEA1

was set, and the planner responded with:

SSRMS position FTS1 MSC1

FTS1 replace ORU1

SSRMS replace FTS1

MT1 transport MSC1 lEA2

SSRMS remove FTS1

FTS1 remove ORU1

It is apparent, from this example and the example in the beginning of this section, that there

are no rules for replacing ORU3 in lEA1 with either FTS; this conclusion was verified by

examining the rule base.

The state was again reset to the standard starting state, and a different goal was tried:

FTS1 at lEA2
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ORU3 attached to lEA2

The plan generated was:

SSRMS remove FTS1

FTS1 remove ORU3

SSRMS position FTS1 MSC2

FTS1 replace ORU3

SSRMS replace FTS1

MT2 transport MSC2 lEA2

RSM remove FTS1

FTS1 remove ORU3

RSM position FTS1 lEA2

FTS1 replace ORU3

Note that incompleteness in the rule base forced the planner to generate a longer plan than

strictly necessary. This plan failed because ORU1 was not removed before trying to insert

ORU3 into lEA2. This was caused by the use of an incorrect general rule where there

were no specific rules. Since PRIME stored the failure of the last action as a specific

exception to the general rule, planning was attempted again, with the following result:

MT1 transport MSC1 lEA1

RSM position FTS1 MSC2

FTS1 replace ORU3

The planner was forced by this new exception to try a different rule, which was active

under different conditions, so the machine had to move to a different state. Finally, the

goal was changed to

FTS1 at lEA2

ORU2 not attached to lEA2
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ORU3 attached to lEA2

making the requirement of the removal of ORU2 explicit. The planner responded with

RSM position FTS1 lEA2

MT1 transport MSC1 lEA1

which was worthless. Apparendy, there was no rule for removing ORU2 from lEA2 with

FTS1.

Many other planning problems were tried, changing the goals and changing the

starting state, but most led to the same results: planning failed because the rule base was

incomplete. In addition, all "nonoptimal" plans have been due to incompleteness in the rule

base, and not any ineffectiveness in the planning. In particular, no example was found

where being more specific in the goal has resulted in discovering a better plan. Also,

replanning after executing an unsuccessful partial plan has never resulted in completing a

successful plan, and no guiding of the planner with subgoals has resulted in a sequence

which would not be generated anyway. These statements imply that the likelihood of

finding a successful plan does not vary with the length of the plan.

All successful plans were found in 5 seconds to 2 minutes; a search which lasted

longer than that always resulted in failure. This may indicate that the heuristic is a useful

guide for the search, but the link weight may not be strong enough. However, the link

weight cannot be strengthened (made lower in value) without jeopardizing the planner's

ability to generate long plans. The problem may be with the width of the planning tree, not

the depth; however, the number of children nodes averaged about 4, and never exceeded

10---these quantities do not seem unreasonable.

In an attempt to enrich the rule base, more exploration was used to further train the

machine. An extra 3,000 iterations were executed in about 1.5 hours, and the resulting rule

base contained 11,720 rules and occupied 2,107,884 bytes. Nevertheless, this larger rule
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base still demonstrated numerous gaps of knowledge which caused planning to fail. It

seems that, if the rule base for this environment is to be at all robust, it would need about

four times the number of rules it has now; this would consume too much memory to be

useful. If PRIME is to work in an environment of this size or larger, the storage

requirements of the rule base need to be greatly reduced.

In order to continue experimentation, the environment was reduced by making the

following changes:

1. The MSCs are always near lEA1 ; there is no transporting of MSCs. ORU4 is

permanently attached to lEA2.

2. Any environmental state formed by the random state generator has FTS 1 attached to

either MSC1 or SSRMS. Similarly, any randomly generated state has FTS2

attached to either MSC2 or RSM.

3. For any randomly generated positioning action, only SSRMS can position FTS1, and

only RSM can position FTS2.

To generate the new rule base, random exploration was run for 20,000 iterations, using

random actions. This training period lasted 4 hours (this time was shorter because the code

was optimized) and generated 10,241 rules which occupied 2,016,356 bytes. Because the

number of actions and the number of possible environmental states were reduced, the

machine had a good amount of exposure to all actions in this training period, as evidenced

by the learning rate ec stored with each rule--a low cc indicates numerous exposures to the

rule, because cc decays every time the rule is updated. The rules for removing and

replacing ORUs received less exposure than the rules for positioning, but this is acceptable,

since it is in positioning that the environment is stochastic.

A new standard starting state was devised:

MSC1 near lEA1
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MSC2 near lEA1

FTSl at MSC1

FTS2 at MSC2

FTS1 attached to SSRMS

FTS2 attached to RSM

ORU1 attached to MSC1

ORU2 attached to MSC2

ORU3 attached to lEA1

ORU4 attached to lEA2

The environment was set to this new starting state, and the goal was set to

ORU3 attached to MSC1

The derived plan was:

FTS1 remove ORU1

SSRMS position FTS1 MSC2

FTS1 replace ORU1

SSRMS position FTS1 lEA1

FTS1 remove ORU3

SSRMS position FTS1 MSC1

FTS1 replace ORU3

This shows that there was still some incompleteness in the rule base. In fact, when the

goal was then set to

ORU1 attached to lEA1

the response from the planner was

RSM replace FTS2
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The rulebase obviouslyneeded some additionaltraining,so therandom action

generatorwas modified toemphasize removing and replacingof ORUs, and I0,000

iterationsof explorationwere executed. The rulesnow numbered 11,821 and took

2,244,916 bytesof memory. The rulesshowed much betterexposure totheremoving and

replacingactions:the valuesof ocforrulesfortheseactionsaveraged around 0.I,and many

otherruleshad the minimum value of cq 0.015.

The new starting state was set again, and the goal was reset to

ORU3 attached to MSC1

The planner generated the same successful but circuitous plan it did before the additional

10,000 exploration cycles. When the goal was set to

ORU1 attached to lEA1

the planner responded with a different but equally ineffective plan:

RSM remove FTS2

FTS2 remove ORU2

SSRMS replace FTS1

The rule base did not seem any better than before the additional training.

The state was reset to the new starting state, and the goal was specified as

ORU3 attached to RSM

The plan to achieve this goal was:

SSRMS replace FTS1

RSM replace FTS2

RSM remove FTS1

SSRMS remove FTS2

RSM position FTS2 lEA1

FTS2 remove ORU3
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This plan failed, of course, because the RSM no longer held FTS2 when the position

action was executed. The plan was considered acceptable by the planner, because the

environment entered into a previously unencountered state when the two actions

RSM remove P---i'S1

SSRMS remove FTS2

were executed, thereby forcing the planner to subsequently use general rules, which

happened to be incorrect for that state.

However, the real problem was discovered only after examining the rule base. The

planner did not take the obvious route, not because the rule for RSM position FTS2

lEA1 in the start state was missing, but because it had a probability of success of 0.743,

which is below the planner's probability threshold of 0.75. This raises the following

difficulty: once the probability of success of a rule falls below the threshold for use in

planning, it will never be used again in the normal operation of PRIME (which consists

primarily of planning), so its probability will never rise. This rule can only be used in

exploration, and exploration provides the only chance to raise the probability estimate.

Thus, periodic exploration is necessary in order to keep the rule base current. This seems

entirely impractical for an autonomous machine operating in a real environment, unless

goal-directed exploration is used, to keep the machine from deviating too far from the

current state or the goal. In any case, execution of plans clearly provides insufficient

experience for maintaining the rule base.



6. Future Work

This section discusses some topics which could be addressed in future research in

extending the capabilities of PRIME.

6.1 Integrating Boltzmann machines

Moed [21, 22] has proposed two Boltzmann machine architectures for use in the

Organization Level of Saridis' Hierarchical Intelligent Control System. A Boltzmann

machine is a type of neural network model which uses energy minimization to determine

the output values of its nodes. In [23] Mood proposes a modified genetic algorithm for

searching for the minimum energy configuration of a Boltzmann machine; this algorithm is

proven to converge in probability to the global minimum. A primary thrust of future work

should be the integration of these Boltzma_n machines into the operation of PRIME. One

of Moed's proposed architectures, Associative Rule Memory [22], attempts to learn the

effects of specific actions and the probability of these effects. The other architecture, called

the Complexity Model [21], attempts to learn the complexity of executing specific actions

under certain environmental states, as indicated by the entropy feedback from the

coordination level.

The Associative Rule Memory has six levels of nodes, which represent:

1. object name in desired effect

2. state of object in desired effect

3. actor in action sentence

4. verb in action sentence

5. direct object in action sentence

6. indirect object in action sentence.
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Each node in the object name level corresponds to an object in the environment. Each node

in the state level corresponds to an object state. The number of state level nodes may be the

same as the number of object states (N), or, if the states for each object are compiled using

the mask string, the state level need only contain the number of nodes equal to the

maximum number of relevant states for an object, taken over all objects. In each of the

remaining levels, there is one node per member of the sets A, V, U, and U, respectively.

To use this network for associative recall, exactly one node in each of the first two

levels is asserted, corresponding to the object and the state of that object which needs to be

changed. These levels are then f'Lxcd, and the other levels are allowed to vary (subject to

constraints) during the settling of the network. Once the network has found a configuration

with minimum energy, the output of the network is the action sentence indicated by the

nodes asserted in the last four levels, and the energy of the network is related to the

probability of that action changing the state of the object denoted by the first two levels.

Therefore, the network selects the action with the highest probability of achieving a desired

effect.

This network cannot provide the entire function of the Organization Level, for two

reasons. First, it must be trained with a set of symbolic rules, such as those which

comprise PRIME's rule base. Sccond, as it stands, it is insufficient for representing the

entire rule base, because only one effect at a time is considered for any given action, and

there is no accounting for the conditions under which these actions may be performed. The

effect of an action on the environment may depend on the environmental state in which it is

executed, but this cannot be represented in the Associative Rule Memory.

Nevertheless, the Associative Rule Memory may have two important roles in PRIME:

implementing goal-directed exploration, and increasing the efficiency of planning. During

exploration, PRIME currently selects actions and rules to test entirely randomly. This is
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ineffective if one is u'ying to develop the rules required to achieve a particular goal.

However, if this network is used to suggest a set of actions to try, the machine may avoid

executing actions which do not serve the desired purpose. Of course, in order to suggest a

particular action which achieves a desired effect, the network must have been exposed to

experience under other conditions in which that action did result in the desired effect; even

so, goal-directed exploration is a great improvement over random exploration, and the

Associative Rule Memory can certainly help achieve this function. Goal-directed

exploration is discussed further in the next section.

The Associative Rule Memory may increase the efficiency of planning in PRIME by

suggesting actions which should be tried when expanding a node. Currently, the A*

planner uses all active rules with high probability and low generality when generating links

to expand a node. If the Associative Rule Memory is used to eliminate (or at least give low

preference to) rules whose actions do not appear to lead toward the goal, this could prevent

the planner from following wayward paths due to an inaccurate heuristic function.

The Complexity Model is similar to the Associative Rule Memory, in that it has a state

level and four action levels corresponding to the four components of an action sentence, but

it has some hidden levels as well. Its primary purpose is to predict the complexity of an

action under a particular environmental state, according to the history of entropy feedback

from the Coordination Level. It can also be used to find a set of actions which have low

complexity for a given state--it can even be settled in conjunction with the Associative Rule

Memory to f'md low-complexity actions which have a high probability of affecting a

particular object state under the given conditions. If complexity values are used at all in the

Organization Level, the role of the complexity model in PRIME would primarily be to

predict the complexity of an action which appears in a general rule The complexity stored
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inthe specificruleswould always be preferredover the Complexity Model prediction,but

the Complexity Model may be useful in situations where only a general rule can be applied.

The rule representation in PRIME is ideal for training both of these Boltzmann

machines, since the environmental state and the conditions and effects of the rules are

binary strings (with some don't cares included). This is one of the reasons why the

classifier-type representation was chosen.

6.2 Goal-directed exploration

Goal-directed exploration is a modification of the random exploration currently

implemented in PRIME. In random exploration, an action is generated randomly or an

active rule is selected randomly, the action is executed, and the results are used to modify

the rule base. In goal-directed exploration, a goal is specified, and the next action to

execute is selected based on the likelihood that the action will lead to the satisfaction of the

goal.

Goal-directed exploration has several advantages over random exploration. It

simplifies the development of the rule base by allowing a supervisor more control over the

training process. If the supervisor discovers that the rule base is deficient in some area, he

or she may specify a goal which the machine must satisfy, and allow goal-directed

exploration to guide the choice of actions to try. In random exploration, most of the actions

selected either do not lead to a desired state or have no effect at all; this results in a

proliferation of rules specifying no change in state, which is a waste of memory in most

cases. The use of goal-directed exploration may help the machine to avoid these ineffective

actions, thereby saving memory as well as providing direction in training.
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Goal-directedexplorationalsoprovides a usefulautomaticrecovery mechanism when

planning fails.Ifthederivedplan does not satisfythedesiredgoal,themachine may

attempttosatisfythe goalby exploration.Even ifthegoal stillisnot satisfiedaftera period

of time,thisexplorationmight provideenough informationtoallow planning tocontinue.

Finally,§5 pointedout thatthemachine needs toexploreitsenvironment periodically

inorder tokeep itsrulebase current.Itisnot clear,however, when explorationshould be

employed during operationinthe field,asidefrom arecovery situation.Perhaps,ifthe

goalisnot imperative,themachine could use goal-directedexplorationfora while,before

engaging inplanning. In any case,theexplorationwould probably need tobe goal-

directed,in ordertokeep themachine from wandering too farfrom the goal.

6.3 Rule representation

There are several issues related to the representation of the rule base in PRIME which

call for further research. Foremost is the representation and generation of general rules.

Once a general rule is created, it is retained in the rule base unless its support drops below a

threshold, in which case it is deleted. Since general rules are created from combinations of

more specific rules, a highly general rule will have many more specific general rules which

are simply partial instantiations of it. In most cases, this is clearly a waste of space, and the

same functionality could be achieved by removing these more specific general rules.

However, they are retained for two reasons. First, the more specific rules will usually

have more accurate estimates of the probability of effect; in fact, there can be many general

rules which predict the same effect with different probabilities, but there is only one most

specific rule (even if it is a general rule), and the probability from this rule is used as the

estimate of the probability of effect. Second, if circumstances lead to the deletion of a



117

highly general rule, due to loss of support, it is useful to retain the more specific versions

of the general rule which have not lost support. It appears, therefore, that another method

of generating and using general rules is needed, if this wasted space is to be recovered.

Another weakness in the present generalization method is that there is no way to

prevent the repeated regeneration of general rules which already exist in the rule base. In

addition, there is the problem of class interaction, which limits the power of action

generalization. This problem hinders the usefulness of general-action rules for f'dling in

gaps of knowledge which are not covered by specific experience. In fact, experimentation

shows that the general rules are not as effective in this role as expected. Some investigation

of the effects of varying the create and delete thresholds in the generalization process is

needed, but it appears initially that it may be advantageous to represent the general rules in

some sort of associative memory (neural network or some other architecture), which

responds with the closest rule for the current state and desired action. This might require

less memory than explicitly storing general rules, and it might provide a greater extension

of the machine's knowledge than the present generalization scheme does.

Because action generalization is a rather ineffective method of generalizing rules, and

because the memory saved by reducing the size of the condition string is negligible

compared to the extra memory used by redundant general rules, the assumption of locality

of effect is no longer useful. This is especially true in light of the fact that locality of effect

reintroduces the frame problem. Therefore, future methods of rule representation should

attempt to avoid this limiting assumption.
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6.4 Probability estimation

One area of future work in the estimation of effect probabilities is the derivation of

expressions for the mean square error of the estimate with various families of time-varying

learning rates it(t). These expressions would be more useful than the steady-state (constant

ix) results in predicting the effects of various parameters on the estimation procedure.

Another path of research might be the use of an adaptation technique to vary some

parameter in the estimation scheme, such as the decay rate of ix.

6.5 Skill development

A skill can be defined as a sequence of actions whose effects are well known and

highly certain. In PRIME, a skill might take the form of a string of rules which reliably

predict the effects of their actions when used in sequence. Skills provide an isolation of

rules to a certain context, allowing the probability estimates to more accurately reflect the

physical probabilities, if they are in fact context-dependent. This effectively relaxes the

assumption that the environment is a Markov process, allowing PRIME to model an

environment with memory, or to increase the accuracy of its model if the machine does not

have access to all the necessary states in the environment. In this way, the use of skills

may supplement the role of the effect probabilities in modeUing an uncertain environment.

In addition, skills can simplify planning by acting as larger building blocks which can

achieve distant subgoals in one "step".

There are many questions about skill development which should be answered before

this idea can be implemented. The primary one is: How should one choose the rules to be

grouped as a skill? One solution is to maintain temporal links between rules, with strengths

associated with the links. These strengths could represent the frequency of execution one
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rule afteranother, in this case, the strength would increase ff the second role is executed

after the first, and it would decrease some other rule was executed after the first.

Alternatively, the link strength could represent the likelihood that the second rule will

correctly predict its effect when executed after the first rule; thus, the strength would

increase whenever the second rule was successful following the f'trst rule, and it would

decrease whenever the second rule failed following the first rule. This scheme assumes

that the fh'st rule, for the most part, provides the context for the success of the second rule;

if this is not so, it is uncertain whether this method will produce any useful results.

If the temporal links are used, strong chains of rules may be recognized and isolated

to form a skill. This raises the question: Should rules in skills actually be isolated, in the

sense that probability updates of rules in skills are separate from updates of the same rules

outside of skills? If these probabilities are truly context-dependent, then isolation may

permit more accurate probability estimation. However, if a rule should suddenly and

repeatedly fail outside of a skill, it might be wise to doubt the certainty of the same rule

within the skill the next time the skill is executed.

Once a skill is formed, it may be treated as another rule by generating condition and

effect strings for it. This could be accomplished by tracing through the sequence, keeping

track of the required condition values and the ultimate effects of the sequence. The

probability of the skill could be the product of the probabilities of the individual rules in the

skill. Then the skill could be used in planning just like any other rule. In fact, the temporal

links themselves might be used in planning, giving preference to rules with higher link

strengths.

When a skill is executed, presumably as a member of a plan, it could be passed a

subgoal. As each rule in the sequence is about to be executed, its contribution to the

satisfaction of the goal could be evaluated; if it makes no contribution, it may be skipped.
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(The subgoal would probably come from the planner itself--it would not be difficult to

derive such a subgoal from a backward-chaining planner, for instance.) This procedure

enables the machine to avoid executing superfluous actions.

There are many other questions about skill development which must be answered.

How and when is a skill deleted? How is a skill honed, i.e., how are superfluous rules

removed and new rules added? How and when should skills be merged or divided?

Should conditional paths be allowed in skills? If so, how are they developed? These

questions, and the discussion above, can provide a basis for investigating the

implementation of skill development as a powerful extension of PRIME.





7. Discussion and Conclusions

Unfortunately, the results of experimentation presented in §5 were mostly negative;

even the positive results were tempered by associated negative ones. For instance, the

execution times for rule recovery, exploration and successful planning were very

reasonable, although a better method must be found for aborting an unsuccessful planning

process----the planner has been known to take as long as 10-15 minutes to conclude that

there is no plan to achieve the goal. The storage requirement per rule was also respectable.

Nonetheless, the total memory consumed by the rule base was much too large for the

amount of coverage of the domain it provided--it proved difficult to achieve a workable

rule base within 2 megabytes.

Much of this space was wasted by redundant general rules, subsumed by other

general rules, and much of the time in generalization was wasted on rederiving general

rules which were already present in the rule base. Furthermore, there were many cases

where the application of a general rule (especially a general action rule) was inappropriate,

leading to an incorrect prediction of the effect of an action. Although PRIME learns the

exceptions to these rules through experience, and a mistake is only made once in any

situation, it seems clear that a different approach to rule generalization is required, one

which provides better coverage of the domain and more accuracy, without consuming

memory and time with redundancies. Perhaps a neural network or other type of associative

memory is in order.

Another inefficiency in the rule base is the numerous rules which dictate when an

action has no effect. A certain number of these are necessary and inevitable, but an

improved method of rule development, such as goal-directed exploration, might learn to

avoid ineffective actions. As it stands, PRIME is not very effective at generating a rule

base from scratch, although it might be useful for updating a preexisting rule base. Goal-
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directedexploration,however, may providethe degree of controlnecessarytoeffectively

generatea usefulrulebase. These goalscan be provided by a human supervisoror by a

program, if the appropriate training goals are known in advance. Goal-directed exploration

would also be useful in recovery situations, when planning fails, in order to gather new

information, and it would certainly be more well-behaved than random exploration when

used periodically to keep the rule base current.

It is interesting to note that the assumption of a stochastic environment has forced

PRIME to become stochastic itself, in two ways. First, it is established in §2.2 that the

probability estimates must have a nonzero variance in order to respond to a nonstationary

environment, thereby maintaining a small level of noise in the system. Second, §5 and

§6.2 discussed the need for periodic exploration of the environment, to keep some of the

rules from stagnating if their probabilities dip below the planner's threshold. This

manifests itself as occasional randomness or unpredictability in the behavior of the

machine.

All facets of PRIME could stand some improvement, in addition to those listed

above. Additional work is required in order to understand and specify the transient

behavior of the probability estimation procedure, perhaps to achieve quicker convergence to

the physical probabilities. The current planner may be adequate for the environment

studied here, but more sophisticated environments will require more sophisticated planning

techniques, such as hierarchical planning or planning with parallel paths. Temporal

planning would be especially useful if dynamic environments are considered. However,

the basic methodology of PRIME provides the necessary tools for allowing a machine to

operate in a stochastic or uncertain environment with a minimum of assumed a priori

knowledge, while maintaining the validity of its knowledge in order to effectively achieve

required goals.
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Avvendix A

Mean and Variance of Linear Reinforcement

Let {x[n] } be a sequence of Bernoulli random variables, where x[n] = 1 if the effect

in question occurred at time n. (The subscript i denoting the effect in question will be

omitted to ease notation.) Let q be P {x[n] = 1 } Vn, i.e., the physical probability of the

effect occurring. The probability q is constant, so these results are for stationary

environments only. Let {pin] } be the sequence of effect probability estimates, whose

dynamics are defined by (2.3a-b). These two equations can be condensed to one:

p[n+l] = (1-¢z)p[n] + ctx[n]

This, in turn, can be expressed in closed form:

Pl

p[n] = (1-a)np[0] + y_(1-a),,-k(zx[k] (A.1)
k=l

where p[0] is the initial value of the estimate.

Since E{x[n]} = q 'fin,

n

E{p[n]} = (1-a)np[O] + aq_(1-a)n-k (A.2)
k,=l

The sum in the right term of (A.2) can be simplified:

n n-1

a_(1-a) n-k = a_(1-a) k = 1- (l-a) n (A.3)
k= l k=O

This can be proven by a change of variable. Let 13= l-a; then

n-1

(x_(1-c_) k + (1-o0 n - 1
k=O

n-1

= (1-p)_13k+ f_.. 1
k=0
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= 1-1 +1 -1=o

Substituting (A.3) into (A.2) we obtain

E{p[,fl}= _.p[n]= q + (l-oO,'(p[o]-q) (A.4)

and

liraE{p[n]} = q
n--_

(A.5)

The variance of the estimate is given by

(12[n]= E {(/p[n]-l.tpIn])2} = E {p2[n] } -l.t2[n]

Squaring (A.1) yields:

p2[n I = (l_a)2np2[O] + _2 1.a)n-kx[k

n

+ 2oT[0] (1 -oOn_E_(l-(z)n-kx[k]
k; 1

= (1_a)2,,p2[Ol + _2 (l__)2(n-k)x[kl + _, (1-a)_-iVx[ilx[f]
i=1 j_i

rl

+ 2ap[O](1-a)n_(1-a)n-kx[k]
k=l

Replacing k with n-k, and talcing the expectation:

n-1 n-1

E{p2[n]} = (1-o,)2"p2[O]+ o,2qE(1-a)2k + °_2q2E E (1-(z)i+'/
k=0 i=0 j_i

n-1

+ 2oT[O](1-¢t)nq__.(1-a) k"
k=O

(A.6)

Squaring (A.4) yields:

].t2[n] = q2 + (l_002n(p[0]-q)2 + 2q(1-a)"(p[O]-q)

= q2 + (l_a)2n(p[0l-q)2 + 2p[O]q(1-a) n- 2q2(1-a) n (A.7)



Now wc evaluatethe differencebetween (A.6) and (A.7) term by term. Taking the last

term of (A.6) minus the thirdterm of (A.7)gives

2p[0]q(1-a) _ (l-a) k- 1

and substituting from (A.3), this reduces to

-2p[0]q(1-ct) 2n

Adding to this the fix'st term of (A.6) and subtracting the second term of (A.7) results in

(1-OC)2n(-2p[Olq + p2[01 - (p[0l-q) 2)

= -q2(1-0c)2n

Subtracting the fast and fourth terms of (A.7) yields

-q2((1-cc)2n - 2(1-cc) n + 1)

=-q2(1- (l-ix)n) z
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Again substituting from (A.3) and expanding, this becomes

n-1 n-I

=-q2(x2'_(1-o0__ q2¢x2_ _ (1-0Q i÷j
k=0 i=0 j_:i

Finally, adding in the second and third terms of (A.6) gives the expression for the variance:

n-1

t_2[n] = o_2q(l-q) Z(1-tx) 2k
k=0

To f'md the limit of the variance, we use the following identity for the geometric sum:

rl-1

lira _(1-(x) 2k = 1 = 1
n_** k=0 1 - (1-ct) 2 (x(2-cz)

Taking the limit of (A.8) and substituting the above expression yields

(A.8)



._ d,tnl- a2---j¢_-q)--_-d- 2-_ z

because x is a Bernoulli random variable.
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(A.9)



Aooendix B

Storage of Full-Depth Radix Search Trie

This appendix evaluates the best- and worst-case storage requirements of a full-depth

radix search tile for storing and recalling a set of objects with binary search keys. A full-

depth trie is a tree of constant height, given by the length of the key, whose terminal nodes

point to the appropriate objects to be recalled.

Let N be the number of objects to be stored. Let each of those objects have a binary

key of constant length m bits. Let n be the size of the radix, i.e., the number of bits to be

compared at once. Let p be the number of branches from any node in the trie; p is therefore

2 n .

A worst-case fuU-depth trie is one in which the keys of the objects are maximally

sparsely distributed, thereby requiring the maximum possible number of nodes in the

search trie. A worst-case trie for N=6, m=12, n=2, p--4 is illustrated in Figure B. 1, where

the squares are the objects being stored.

Ls

d-L

Figure B.1 Worst-case full-depth trie
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The depth of any full-depthtrieisgiven by

_-_p(_)

where thefunctionrup(.)returnsthe smallestintegergreaterthan itsargurnent--itrounds

up itsargument. The number of sharedlevelsina worst-casetricisgiven by

Ls = rup(log_uV)

A levelisshared ifitcontainsatleastone node which may leadtotheselectionof more

than one object.In Figure B.I,Ls = 2. The totalnumber of sharednodes isthen

Ls-I

Ns=
i=O

The number of nodes in the unshared levels is simply

Nu = N(d-Ls)

so the total number of nodes in a worst-case fuU-depth trie is

Nwc = Ns + N**= pLs _ 1 + N(d-Ls)

Since N, = O(N), Nwc can be approximated as

For a best-case trie, the keys of the objects are as densely distributed as possible--

they arc clustered together, so they require the minimum number of nodes in the search tric.

A best-case full-depth trie for N=7, m=5, n=l, p=2 is shown in Figure B.2. The tree

consists of two parts, one which is completely filled, and the other which is a string of

extra nodes necessary to complete the depth of the tree. The number of levels in the filled

part of the trec is

LI= =  p(logdV)

so the number of nodes in the filled part is

Nf_Ns=pL,-1
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Figure B.2 Best-case full-depth trie

The inequality exists because a completely fiUed tree may not be necessary to store N

objects. The number of extra nodes at the top of the tree is given by

Ne = d - Lf

The total number of nodes in a best-case full-depth wie is therefore

Nbc=N.f+Ne=p L'- 1 +d-L/

which is approximately

Nbc = O(N)

for N so large that Ne is negligible.

(B.2)



Apvendix C

Storage of Compact Binary Radix Search Trie

This appendix evaluates the best- and worst-case storage requirements of a compact

binary radix search trie for storing and recalling a set of N objects with binary search keys.

A compact trie has the property that the number of nodes in the trie is equal to the number

of decisions required to isolate each object by its key, plus at most one extra terminal node

for each object. Since two disparate keys must differ by at least one bit, only one decision

is required to differentiate one key from another. This implies that, for any trie, the number

of decisions used to isolate N objects is N-1. Therefore, a best-case trie (for an even N)

has no extra terminal nodes, as depicted in Figure C. 1, and the number of nodes is

Nbc=N- 1

Figure C.1 Best-case compact trie
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Likewise, a worst-case the has an extra terminal node for each object, as Figure C.2

demonstrates, and the number of nodes is

N_c = 2N - 1
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Figure C.2 Worst-case compact trie

It is worth noting that whether a trie for a given object set will be best-case or worst-

case does not depend on the overall distribution of keys, as in the full-depth trie; it only

depends on the condition that for each object, there is another object whose key differs only

by one bit. If this condition is true, then all terminal nodes will be shared, and a best-case

compact trie will result.



Appendix D

Glossary for FTS Environment

The definitions of the following acronyms are taken from [25].

FTS

mA

MSC

MT

ORU

RSM

SSRMS

Flight Telerobotic Servicer

Integrated Equipment Assembly

Mobile Servicing Center

Mobile Transporter

Orbital Replacement Unit

Robot Support Module

Space Station Remote Manipulator System
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